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ABSTRACT

The spatial structure and temporal evolution of the intraseasonal oscillation (ISO) in boreal summer over the midlatitude North Pacific Ocean are investigated, through the diagnosis of NCEP reanalysis data. It is found that the midlatitude ISO has an equivalent-barotropic structure, with maximum amplitude at 250 hPa. Initiated near 120°F, the ISO perturbation propagates westward at a phase speed of about 2.4 m s⁻¹ and reaches a maximum amplitude at 150°F. A diagnosis of barotropic energy conversion shows that the ISO gains energy from the summer mean flow in the ISO activity region. A center-followed column-averaged vorticity budget analysis shows that the nonlinear eddy meridional vorticity transport plays a major role in the growth of the ISO perturbation. There is a two-way interaction between ISO flows and synoptic eddies. While a cyclonic (anticyclonic) ISO flow causes synoptic-scale eddies to tilt toward the northwest–southeast (northeast–southwest) direction, the tilted synoptic eddies then exert a positive feedback to reinforce the ISO cyclonic (anticyclonic) flow through eddy vorticity transport. The reanalysis data and numerical simulations show that the midlatitude ISO is primarily driven by local processes and the tropical forcing accounts for about 20% of total intraseasonal variability in midlatitudes. However, 20% might be an underestimate given that the tropical intraseasonal forcing is not fully included in the current observational analysis and modeling experiment.

1. Introduction

Since Madden and Julian (1971, 1972) discovered the 30–60-day oscillation of equatorial zonal wind perturbations, a number of studies have been devoted to understanding the dynamics of the tropical intraseasonal oscillation (ISO) or the Madden–Julian oscillation (MJO), including its seasonality (e.g., Wang and Rui 1990; Madden and Julian 1994), planetary zonal wavelength selection (Li and Zhou 2009), horizontal and vertical structure (Hendon and Salby 1994; Wang and Li 1994; Sperber 2003; Zhang 2005), and phase propagation (Lau and Peng 1987; Li and Wang 1994; Jiang et al. 2004; Maloney 2009; Hsu and Li 2012).

The dynamics of the midlatitude ISO, on the other hand, has received much less attention. By analyzing the First Global Atmospheric Research Program (GARP)
Global Experiment (FGGE) data, Krishnamurti and Gadgil (1985) showed that strong signals with a period of about 45 days appeared in the midlatitude upper-level westerly jet exit. Different from the baroclinic vertical structure of the MJO, the midlatitude ISO exhibits a quasi-barotropic structure. The statistically significant midlatitude ISO signal (Ghil and Mo 1991; Kawamura et al. 1996) influences rainfall variability over both North America (Jiang and Lau 2008) and the Yangtze River valley of eastern China (Yang et al. 2010).

What is the origin of the midlatitude ISO? It has been hypothesized that the origin of the midlatitude ISO arises from a tropical forcing (Lau and Phillips 1986; Chen and Yen 1991; Kawamura et al. 1996; Pan and Li 2008). Lau and Phillips (1986) calculated correlations between 20–70-day outgoing longwave radiation (OLR) anomalies in the tropics and geopotential height anomalies at 500 hPa over the Northern Hemisphere in boreal winter and found two midlatitude wave trains, a Europe–western Pacific Ocean wave train and a central Pacific–North America wave train. Both of the wave trains are highly correlated with tropical convection anomalies. Chen and Yen (1991) suggested that the tropical convection could affect the midlatitude ISO through inducing divergent flows. Kawamura et al. (1996) showed that the MJO convection near the Philippine Sea could influence the midlatitude ISO through barotropic Rossby wave dispersion along the great circle route over the North Pacific.

There are also some studies suggesting that the midlatitude ISO is independent of tropical forcing (e.g., Knutson and Weickmann 1987; Ghil and Mo 1991). Liebmann and Hartmann (1984) found that the MJO forcing accounted for a small fraction of the total midlatitude ISO variance. Wang et al. (2012) suggested that the local air–sea interaction may play a role in the phase transition of atmospheric intraseasonal oscillations over the Kuroshio Extension region. Their analysis revealed that intraseasonal SST variability over the midlatitude northern Pacific was caused by local atmospheric forcing through the change of intraseasonal shortwave radiation and latent heat flux anomalies. The SST anomalies, on the other hand, could help the transition of the atmospheric ISO through changing the atmospheric convective instability and inducing convective heating.

The objective of the present study is to reveal the origin of the midlatitude ISO through reanalysis data and numerical model experiments. We investigate the specific dynamic processes that give rise to the initiation, growth, and propagation of the midlatitude ISO and compare the relative roles of tropical versus midlatitude processes. Because the activity centers of the midlatitude ISO differ significantly between summer and winter, we focus on a general boreal summer (May–October) season in this study.

The remainder of the paper is organized as follows. After describing the data, methods, and model design used in this study in section 2, we show the structural and evolutionary characteristics of the ISO over the midlatitude North Pacific in section 3. Then, the energy source, dynamic mechanism, and initiation of the midlatitude ISO are studied in section 4. The relative contributions of the local atmospheric dynamics and the tropical forcing are examined in section 5. A summary is given in section 6.

2. Data, methods, and numerical experiments

2a. Data

This study primarily uses the U.S. National Centers for Environmental Prediction–Department of Energy (NCEP–DOE) reanalysis data from 1979 to 2009 (Kanamitsu et al. 2002). Daily averaged zonal $u$ and meridional winds $v$, pressure vertical velocity $\omega$, geopotential $\phi$, temperature $T$, and pressure $p$ from 1000 to 100 hPa are utilized. Then, the relative vorticity $\zeta$ and streamfunction $\psi$ calculated with $u$, $v$ are also used. The horizontal resolutions of these dynamic and thermodynamic variables are $2.5^\circ$ longitude $\times$ $2.5^\circ$ latitude.

2b. Filtering and vorticity budget analysis

In this study, the Lanczos bandpass filter (Duchon 1979) was used to extract the intraseasonal fields. The climatologic annual cycle was removed prior to the filtering. As will be shown by the power spectrum analysis of the midlatitude geopotential height in section 3, the spectrum peak of intraseasonal signal is in the band of 10–50 days. So in this study, the ISO field is defined with periods of 10–50 days and denoted by a prime.

To examine factors that contribute to the growth of a moving anomalous intraseasonal system, a vorticity budget analysis on a Lagrangian frame was adopted. As the midlatitude ISO has an equivalent-barotropic vertical structure, we diagnose a column-averaged vorticity budget. Because the ISO perturbation primarily propagates zonally, the rate of change of the relative vorticity following the motion can be written as

$$\frac{D[\zeta']}{Dt} = \frac{\partial[\zeta']}{\partial t} + C_x \frac{\partial[\zeta']}{\partial x},$$

where

$$\frac{\partial[\zeta']}{\partial t} = \left\{ -V \cdot \nabla (\zeta + f) \right\}' - \left[ \omega \frac{\partial \phi}{\partial p} \right]' - \left[ \{(\zeta + f) V \cdot \nabla \phi \} - \left\{ k \cdot \left( \frac{\partial V}{\partial p} \times \nabla \omega \right) \right\} \right\}',$$

and

$$\frac{\partial[\zeta']}{\partial x} = C_y \frac{\partial[\zeta']}{\partial y}.$$
square brackets denote the vertical average between $p_o = 1000$ hPa and $p_s = 100$ hPa, that is,
$$\frac{1}{p_o - p_s} \int_{p_s}^{p_o} A \, dp,$$
and $C_s$ is the zonal phase speed of the system, $t$ denotes time, and $f$ is the Coriolis parameter. The first term on the right-hand side of Eq. (1) represents the rate of change of the local intraseasonal vorticity anomaly, which is given by the sum of four terms [see Eq. (2)]: the horizontal advection of absolute vorticity, the vertical advection of relative vorticity, the divergence term, and the twisting term (Holton 2004).

A variable may be separated into three components, the low-frequency background state (LFBS: $> 50$ days) and intraseasonal (10–50 days) and synoptic-scale (3–10 days) parts:
$$A = \overline{A} + A' + A''.$$
where a single overbar denotes the LFBS field and a double prime denotes the synoptic-scale field.

As a result of the above decomposition, the intraseasonal meridional vorticity advection anomaly can be expressed as
$$-\left(\nabla \cdot \mathbf{u} \right)' = -\left(\nabla \cdot \mathbf{u}' + \nabla \cdot \mathbf{u}'' \right) = -\left(\nabla \cdot \mathbf{u}' \right)' - \left(\nabla \cdot \mathbf{u}'' \right)' = -\left(\nabla \cdot \mathbf{u}' \right)' - \left(\nabla \cdot \mathbf{u}'' \right)' - \left(\nabla \cdot \mathbf{u}''' \right)' - \left(\nabla \cdot \mathbf{u}'''' \right)'.$$ (4)

c. Barotropic energy conversion and wave activity

The barotropic energy conversion between the summer mean flow and the ISO flow, and the barotropic energy conversion between the summer mean flow and the synoptic motion, are both examined. Following Hoskins et al. (1983), the energy conversion terms may be written as

$$\overline{\mathcal{C}}_{\text{iso}} = \frac{\nu^2 - \mathbf{u}^2}{2} \left(\frac{\partial \bar{\mathbf{u}}}{\partial x} \frac{\partial \bar{\mathbf{v}}}{\partial y} + \frac{\partial \bar{\mathbf{v}}}{\partial x} \frac{\partial \bar{\mathbf{u}}}{\partial y} \right)$$
and
$$\overline{\mathcal{C}}_{\text{ssv}} = \frac{\nu'^2 - \mathbf{u}''^2}{2} \left(\frac{\partial \bar{\mathbf{u}}}{\partial x} \frac{\partial \bar{\mathbf{v}}}{\partial y} + \frac{\partial \bar{\mathbf{v}}}{\partial x} \frac{\partial \bar{\mathbf{u}}}{\partial y} \right),$$
where a double overbar denotes the summer mean state. A positive value of $\overline{\mathcal{C}}_{\text{iso}}$ represents energy conversion from the mean flow to the ISO flow, and a positive value of $\overline{\mathcal{C}}_{\text{ssv}}$ represents energy conversion from the mean flow to the synoptic motion.

To understand the energy accumulation of the ISO flow, a 2D wave-activity flux is evaluated according to Takaya and Nakamura (2001):

$$\overline{W} = \frac{1}{2 |\mathbf{u}|} \left\{ \frac{\overline{\nabla \cdot (\mathbf{u} \times \mathbf{v}')}}{\overline{\nabla \cdot (\mathbf{u} \times \mathbf{v}')}} + \frac{\overline{\nabla \cdot (\mathbf{v} \times \mathbf{u}'')}}{\overline{\nabla \cdot (\mathbf{v} \times \mathbf{u}'')}} \right\}.$$ (7)

Here, $\psi$ denotes the streamfunction and $u = (u, v)$ denotes the horizontal wind velocity. The wave activity flux is independent of wave phase and parallel to the local group velocity of stationary Rossby waves (Tam and Li 2006).

d. Numerical experiments

To identify the relative contributions of the remote and local forcing, we design a set of sensitivity numerical experiments to separate the effect of the tropical ISO forcing from local processes. The atmospheric general circulation model (AGCM) used in the study is ECHAM4.6 developed by the Max Planck Institute for Meteorology (MPI; Roeckner et al. 1996). The model has a horizontal resolution of T42, with 19 vertical levels extending from the surface to 10 hPa. This AGCM was previously used to study the northward propagation of the ISO (Jiang et al. 2004) and for real-case MJO prediction (Fu and Wang 2009).

The first experiment is termed the Control run, in which the model is forced by the climatological monthly-mean SST, derived from the Hadley Centre Global Sea Ice and Sea Surface Temperature (HadISST) data for 20 years (Rayner et al. 2003). The second experiment is termed the No_Trop run, in which the model is forced by the same SST fields for 20 years as the Control run but a strong Newtonian-type damping [(2 days)$^{-1}$] is applied to force the model's prognostic variables (such as $u$, $v$, and $T$) in the tropics ($30^\circ$S–$30^\circ$N) toward the model's climatologic annual cycle, which is retrieved by averaging the outputs from the 20-yr Control run. In the second experiment, the model domain is separated into three regions: a strong-damping region, a transition region, and a no-damping region. As the horizontal resolution of the model is T42, the strong-damping region...
actually covers 26.510°N–26.510°S, where the damping coefficient is (2 days)^{-1}; the transition region covers two rows of grids next to the strong-damping region (i.e., 29.301°N/S and 32.091°N/S), where the damping coefficient is linearly decreased (i.e., \( \frac{2}{3} \) and \( \frac{1}{3} \) of the strong damping rate, respectively); and the no-damping region covers the remaining model grids, where the damping coefficient is zero. By doing so, the tropical intraseasonal variability is greatly suppressed, and its impact on higher-latitude regions is minimized. Thus, the difference between the intraseasonal variability derived from the Control run and the No_Trop run can reflect how strong the effect of the tropical MJO forcing is on the midlatitude ISO.

To examine the sensitivity of the results to the damping rate and the latitudinal extent of the damping, respectively, another two experiments are conducted. The first additional sensitivity experiment is named the Damp_Sensitivity run, in which the damping coefficient in the strong-damping region is reduced to (8 days)^{-1} and the other configurations are the same as the No_Trop run. The second additional sensitivity experiment is named the Lat_Sensitivity run, in which the strong-damping region covers 15.348°N–15.348°Sa nd t h e t r ans i t i o n r e g i o n c o v e r s 18.138°N/S and 20.929°N/S, with the other configurations being the same as the No_Trop run.

3. Structure and evolution characteristics of ISO in the North Pacific

A calculation of the standard deviation of 10–90-day filtered geopotential height and streamfunction fields shows that the maximum ISO activity center in the boreal summer is located over the region of 45°–55°N, 160°–140°W in the upper troposphere (black rectangle marked in Fig. 1). The same activity center appears in the middle and lower troposphere, but with a considerably reduced amplitude. Prior to calculating the standard deviation, the climatologic annual cycle was removed.

To reveal the dominant periodicity, a power spectral analysis of the 250-hPa geopotential height over the activity center was performed (see Fig. 2). As expected, synoptic-scale (less than 10 days) variability in mid-latitudes is quite strong. In addition, there are significant peaks on the intraseasonal time scales, especially in the band of 10–50 days. The same spectrum peak is found in the 250-hPa streamfunction field (not shown). Thus, in the following analysis we use 10–50-day-bandpass filtered data to represent the midlatitude ISO.

An EOF analysis was performed on the intraseasonal streamfunction field \( \psi' \) at 250 hPa in the domain of 40°–60°N, 120°E–120°W during 1979–2009 to extract the dominant ISO patterns (see Figs. 3a,b). The first mode, which explains 19.6% of the total variance, exhibits a large-scale cyclonic flow pattern centered at 50°N, 150°W. The second mode, which explains 18.4% of the total variance, displays a zonal-oriented dipole with a cyclonic center at 50°N, 175°W and an anticyclonic center at 50°N, 140°W. According to North et al. (1982), the first two modes are not separable from each other but are statistically distinguished from the third mode in terms of the sampling error bars (see Table 1). Similar results were obtained when the EOF domain was expanded to 90°W, except that the combined first two EOF variance in a bigger domain is a little less (not shown).

The lead–lag correlation coefficients between principal component 1 (PC1) and PC2 (Fig. 3c) show that a maximum positive (negative) correlation occurs when
PC1 leads (lags) PC2 by 5 days and the maximum correlations exceed a 95% confidence level. It implies that the two leading modes represent the same physical mode with pronounced westward propagation over the midlatitude North Pacific.

The evolution pattern of $\psi'$ at 250 hPa from day $-10$ to day 8, at an interval of 2 days, is shown in Fig. 4. This composite pattern is obtained by averaging the difference between the strong positive and negative ISO events. The strong positive events are defined when PC1’s peak is above 1.5σ, and the strong negative events are defined when PC1’s minimum is below $-1.5\sigma$. Day 0 represents the time when the maximum/minimum vorticity (or minimum/maximum $\psi'$) is located at 50°N, 160°W. During the 31-yr period, 142 cases with 67 positive and 75 negative cases were selected for the composite analysis. At day $-10$, a large-scale anticyclonic anomaly is located at 50°N, 160°W. Then it moves westward and reaches the longitude of 180° at day $-6$. Meanwhile, an anomalous cyclonic cell develops to the east of the anticyclone and propagates westward. The anomalous cyclonic circulation amplifies and attains its peak at day 0, and then it decays while continuing to move westward. The average westward speed of the intraseasonal cyclonic anomalies is about 2.4 m s$^{-1}$.

Although the composite maps are derived from the time series of PC1, the circulation pattern at day 6 resembles the second EOF mode, which provides additional support that the two leading EOF modes represent different phases of the same physical mode.

To examine the vertical structure of the midlatitude ISO mode, Fig. 5 displays the longitudinal–vertical sections of anomalous geopotential height $H'$ and temperature $T'$ fields. At day $-10$, a warm (cold) center appears below (above) a positive height center near 160°W. The positive $T'$ and $H'$ gradually decay as they move westward from day $-10$ to day $-6$. Meanwhile, a negative height anomaly (coupled with a reversed cold–warm couplet) develops to its east. The low pressure system

### Table 1

<table>
<thead>
<tr>
<th>EOF1</th>
<th>EOF2</th>
<th>EOF3</th>
<th>EOF4</th>
</tr>
</thead>
<tbody>
<tr>
<td>$19.6 \pm 1.08$</td>
<td>$18.4 \pm 1.02$</td>
<td>$14 \pm 0.77$</td>
<td>$10 \pm 0.55$</td>
</tr>
</tbody>
</table>

Fig. 2. Power spectral analysis of unfiltered geopotential height anomalies (with the annual cycle removed) averaged in the box marked in Fig. 1a at 250 hPa during boreal summer. The dashed line represents a 95% significance level. Note the irregularly distributed days in the x axis.

Fig. 3. (a) The pattern of the first EOF mode of the 10–50-day filtered streamfunction anomalies $\psi'$ at 250 hPa during the boreal summer (solid line: positive; dashed line: negative). The corresponding variance is marked in the upper-right corner. The distance between two dot points indicates the half zonal wavelength of $\psi'$. (b) As in (a), but for the second EOF mode. (c) The lead–lag correlation coefficients between PC1 and PC2. The dashed line represents a 95% significance level.
has an equivalent-barotropic structure, with a maximum center located at 250 hPa. It intensifies as it propagates westward from day 26 to day 0 and reaches a peak at day 0. The evolution of $T'_0$ and $H'_0$ after day 0 displays a mirror image as the days before. The averaged westward phase speed from day 26 to day 0 is the same as that of $\psi'$. 

4. Energy source and growth mechanism of the ISO in the North Pacific

In this section, we address the following questions. Why does the maximum intraseasonal perturbation exist in the region of the westerly jet exit (see Fig. 1)? Why does the ISO favor westward propagation while in the same region the synoptic perturbations move eastward? What is the mechanism for the growth of the ISO perturbation as it propagates westward? What initiates the ISO perturbation in the far eastern North Pacific?

a. Barotropic energy conversion

Figure 7a, described below, shows the horizontal distribution of the ISO-related CK\((\overline{CK}_{iso})\) at 250 hPa. The maximum positive center of $\overline{CK}_{iso}$ is located in the eastern North Pacific near 150°W (see the box in Fig. 6a),...
indicating that the interaction between the summer mean flow and the ISO perturbation favors the energy transfer from the mean flow to the ISO perturbation in this region.

The term $C_{Kiso}$ is given by the sum of the four terms on the right side of Eq. (5) and the box-averaged value of each term is shown in Table 2. The major contribution to $C_{Kiso}$ is the third term [i.e., $-\overline{u'\overline{u'}}(\partial \overline{u}/\partial y)$]. The horizontal distributions of $-\partial \overline{u}/\partial y$ and $\overline{u'\overline{u'}}$ are further examined (see Figs. 6b,c). Both terms are positive in the box region. This implies that both the mean zonal wind shear associated with the upper-troposphere jet and the northeast–southwest tilting of the ISO flow are responsible for the energy conversion from the mean flow to the ISO flow.

For comparison, we also calculate the barotropic energy conversion between the mean flow and the synoptic-scale
perturbation (\(\overline{CK_{ssv}}\)) averaged in the same box. The results are shown in Table 3. The term \(\overline{CK_{ssv}}\) is negative, which indicates that this is a region where energy transfers from the synoptic perturbation to the mean flow. If the ISO flow effect is included in the calculation of \(\overline{CK_{ssv}}\), the synoptic-scale perturbation (SSV) would lose energy to the background flow in the same region (not shown).

The above results indicate that in the westerly jet exit region the ISO receives energy from the mean flow while the synoptic-scale perturbation loses energy to the mean flow, similar to the results of Cai et al. (2006). A further decomposition of \(\overline{CK_{ssv}}\) shows that its maximum contribution comes from the term

\[\overline{\mu'^2 - u'^2}\frac{\partial \overline{\mu}}{\partial y}\]

As the mean flow is the same for the intraseasonal and synoptic-scale perturbations, the difference between \(\overline{CK_{iso}}\) and \(\overline{CK_{ssv}}\) is attributed to the difference in perturbation wind speed, particularly perturbation meridional wind speed (not shown).

### b. Phase propagation

According to Rossby wave dynamics, the phase speed of a barotropic Rossby wave is written as (Holton 2004)

\[C_s = \frac{\omega}{k} = \overline{\mu} - \frac{\beta^*}{k^2 + l^2}, \tag{8}\]

where \(\overline{\mu}\) denotes the vertical averaged velocity of the zonal mean flow in boreal summer, \(\beta^*\) is an equivalent-\(\beta\) parameter that represents a sum of the meridional gradient of planetary (\(\beta\)) and mean relative vorticity (\(\partial \overline{\mu}/\partial y\)), and \(k\) and \(l\) denote the zonal and meridional wavelength of the barotropic Rossby wave. With the use of the NCEP–DOE reanalysis data, \(\overline{\mu}\) is estimated to be 13.2 m s\(^{-1}\) (14.6 m s\(^{-1}\)) when one averages the summer mean zonal wind from 700 to 100 hPa (from 500 to 100 hPa) in the region of 45° N–55° N, 180°–120° W. Here \(k\) is estimated using the half zonal wavelength of \(\psi'^*\) (Fig. 3). Note that a half zonal wavelength is around 50° in longitude in EOF1 (Fig. 3a) and 40° in longitude in EOF2 (Fig. 3b). Thus, an average of the two leads to a full zonal wavelength of roughly 90° in longitude. The meridional half wavelength is estimated to be 20° in latitude. Substituting \(\overline{\mu}, k, k\) and \(l\) in Eq. (8), we derive a westward phase speed of 2.7 m s\(^{-1}\) (with \(\overline{\mu} = 13.2\) m s\(^{-1}\)) and 1.9 m s\(^{-1}\) (with \(\overline{\mu} = 14.6\) m s\(^{-1}\)) both of which are close to the observed ISO propagation speed (2.4 m s\(^{-1}\)). The analysis above implies the Rossby wave nature of the ISO perturbation in midlatitudes.

### Table 3. Individual terms of \(\overline{CK_{ssv}}\) (10\(^{-5}\) m\(^2\) s\(^{-3}\)) averaged in the box of 45°–55°N, 160°–140°W, where \(CK_1 = [(\overline{u'^2} - u'^2)/2][\sigma(\overline{\mu} / \alpha x)], CK_2 = [(-\overline{u'^2} - u'^2)/2][\sigma(\overline{\mu} / \alpha y)], CK_3 = -\overline{u' \psi'}(\sigma \overline{\mu} / \alpha x), CK_4 = -\overline{u' \psi'}(\sigma \overline{\mu} / \alpha y).\)

<table>
<thead>
<tr>
<th>CK1</th>
<th>CK2</th>
<th>CK3</th>
<th>CK4</th>
</tr>
</thead>
<tbody>
<tr>
<td>-4.29</td>
<td>-7.39</td>
<td>-0.73</td>
<td>-0.07</td>
</tr>
</tbody>
</table>
It is important to note that the local meridional gradient of mean relative vorticity plays an important role in promoting the westward phase propagation for the ISO. The horizontal and vertical distribution of \( \frac{\partial \bar{\varphi}}{\partial y} \) (see Figs. 7b,c) shows that \( \frac{\partial \bar{\varphi}}{\partial y} \) is positive and maximum in the region where the ISO perturbation moves westward. The averaged value of \( \frac{\partial \bar{\varphi}}{\partial y} \) in the region is about one-half of \( \beta^* \) (see Fig. 7a). If the mean vorticity gradient were not present, the calculated phase speed for the ISO perturbation would be positive (see Table 4), implying that the ISO perturbation would propagate eastward.

For comparison, we also examine the propagation feature of the synoptic-scale perturbations and find that the average eastward speed is about 8.3 m s\(^{-1}\) (not shown). Substituting the horizontal scales of the synoptic perturbations, of which the zonal wavelength is about 50° in longitude (half of the ISO zonal wavelength) and the meridional wavelength is quite similar to that of the ISO perturbation, into Eq. (8), one can derive an eastward phase speed close to the observed propagation speed (not shown). Thus, the difference in the phase propagation characteristics between the ISO and the synoptic-scale perturbations is primarily attributed to the difference in their zonal scales. The propagation characteristics of both the synoptic and intraseasonal perturbations follow the barotropic Rossby wave dispersion relationship well [Eq. (8)].

c. Growth mechanism for the ISO

Figure 8 shows the composite of intraseasonal vorticity anomalies at 250 hPa from day –6 to day 2. The positive \( \zeta^i \) slowly propagates westward and attains the maximum at day 0 at 150°W. It is consistent with the evolution of the negative intraseasonal streamfunction anomalies shown in Fig. 4. The evolution of the column-averaged \( \bar{\zeta} \) following the cyclonic center (averaged in the boxes in Fig. 8) is shown as a solid line in Fig. 9, and the vorticity change rate \( \left( \frac{D \bar{\zeta}}{Dt} \right) \) is shown as a dashed line. It is found that the maximum vorticity anomaly occurs at day 0, whereas the maximum positive vorticity tendency occurs at day –4.

The development of the ISO perturbation may be understood with a center-followed vorticity budget analysis. Figure 10a shows the observed \( \frac{D \bar{\zeta}}{Dt} \) and the contribution of each term in the budget Eqs. (1) and (2) at day –4. It is found that the sum of the right-hand-side terms in Eqs. (1) and (2) represents the observed tendency well and the residual is small. The positive vorticity tendency is primarily attributed to the meridional

![Fig. 7. Horizontal distribution of (a) \( \beta^* \) (shaded; 10\(^{-11}\) m\(^{-1}\) s\(^{-1}\)) at 250 hPa, and (b) \( \frac{\partial \bar{\varphi}}{\partial y} \) (shaded; 10\(^{-11}\) m\(^{-1}\) s\(^{-1}\)) and summer mean meridional velocity (vector; m s\(^{-1}\)) at 250 hPa. Note the irregular contour intervals in the color bar. (c) Longitudinal-vertical profile of \( \frac{\partial \bar{\varphi}}{\partial y} \) (10\(^{-11}\) m\(^{-1}\) s\(^{-1}\)) averaged along 45°–55°N. The double overbar represents the summer mean component. The \( y \) axis is irregularly distributed.](image-url)

<table>
<thead>
<tr>
<th>Vertical depth</th>
<th>( \bar{\pi} )</th>
<th>( \frac{\partial \bar{\varphi}}{\partial y} )</th>
<th>( C_i = \bar{\pi} - \frac{\beta^*}{k^2 + l^2} )</th>
<th>( C_i = \bar{\pi} - \frac{\beta}{k^2 + l^2} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>700–100 hPa</td>
<td>13.2</td>
<td>( 8.3 \times 10^{-12} )</td>
<td>–2.7</td>
<td>3.0</td>
</tr>
<tr>
<td>500–100 hPa</td>
<td>14.6</td>
<td>( 9.0 \times 10^{-12} )</td>
<td>–1.9</td>
<td>4.4</td>
</tr>
</tbody>
</table>
advection of relative vorticity \([(-\mathbf{v}\cdot \nabla)\zeta']\) and the other terms are relatively small.

How does the term \([(-\mathbf{v}\cdot \nabla)\zeta']\) contribute to the growth of the intraseasonal perturbation? To address this question, we further decompose each variable into three time scales as in Eq. (3) and consider the possible influence of multiscale interaction. Figure 10b shows the contribution of each term in Eq. (4) at day \(-4\). It is found that the leading term that contributes to the ISO growth is the meridional eddy vorticity transport term \([(-\mathbf{v}''/\partial y)\zeta'']\).

How does the synoptic eddy vorticity transport contribute to the growth of the intraseasonal perturbation? To address this question, we first examine the dominant pattern of the synoptic eddy in the developing phase of ISO cyclonic and anticyclonic vorticity anomalies in the region of interest (i.e., the northeastern Pacific). We first built two subdatasets for synoptic-scale perturbation field, one for ISO cyclonic vorticity background condition and the other for ISO anticyclonic vorticity background condition, both of which correspond to the time from day \(-8\) to day \(0\) in Fig. 4 but with an opposite sign of the streamfunction anomaly. Once the two subdatasets were built, we obtained a maximum synoptic-scale variability center in the region, regarded its time series as a reference time series, and regressed the synoptic eddy vorticity anomalies \(\zeta''\) at each grid point against the reference time series. The horizontal distributions of the regressed \(\zeta''\), from day \(0\) to day \(+2\), are shown in Fig. 11. It is interesting to note that the synoptic vorticity pattern is tilted toward the northwest–southeast (northeast–southwest) direction during the positive (negative) \(\zeta''\) growing phase. This suggests that the ISO plays a role in determining the eddy tilt structure.

Figure 12 illustrates the zonal distribution of the regressed \(\nu''\) and \(\partial \zeta''/\partial y\) averaged along 45°–55°N in the ISO developing region. During the positive \(\zeta''\) growing
by the ISO vorticity is similar to the modulation of the upper-troposphere breaking waves by the meridional shift of the jet axis proposed by previous studies (e.g., Moore et al. 2010). The upscale feedback mechanism can be further illustrated by a schematic diagram shown in Fig. 13. Under the ISO cyclonic flow, the trough of the synoptic eddy (see the dashed line in Fig. 13a) is tilted toward the northwest–southeast direction. To the west of the trough (shaded region in Fig. 13a), the meridional wind anomaly is southward ($\nu'' < 0$) and the meridional gradient of the vorticity anomaly is positive ($\partial \zeta'' / \partial y > 0$). To the east of the trough (white region in Fig. 13a), the meridional wind anomaly is northward ($\nu'' > 0$) and the meridional gradient of the vorticity anomaly is negative ($\partial \zeta'' / \partial y < 0$). As a result, $-\nu'' \partial \zeta'' / \partial y$ is greater than zero (i.e., cyclonic eddy vorticity transport) in both regions, so that it contributes to the growth of the intraseasonal cyclonic anomaly. Similarly, under the ISO anticyclonic flow, the trough of the synoptic eddy (see the dashed line in Fig. 13b) is tilted toward the northeast–southwest direction. To the west of the trough (white region in Fig. 13b), the meridional wind anomaly is southward ($\nu'' < 0$) and the meridional gradient of the vorticity anomaly is negative ($\partial \zeta'' / \partial y < 0$), whereas to the east of the trough (shaded region in Fig. 13b), the meridional wind anomaly is northward ($\nu'' > 0$) and the meridional gradient of the vorticity anomaly is positive ($\partial \zeta'' / \partial y > 0$). As a result, $-\nu'' \partial \zeta'' / \partial y$ is less than zero and it contributes to the growth of the intraseasonal anticyclonic anomaly. This positive feedback process is consistent with that proposed recently by Jin (2010).

The second leading term in the anomalous meridional vorticity advection (Fig. 10b) is $[(-\bar{\nu}\partial \zeta'' / \partial y)]$. This term represents the effect of the ISO–mean flow interaction. As the mean meridional velocity is northward in the ISO developing region (near 50°N; see vectors in Fig. 7b) and the maximum value appears to the north of the ISO center, the area-averaged meridional advection of the anomalous cyclonic (anticyclonic) vorticity by the mean wind ($-\bar{\nu}\partial \zeta'' / \partial y$) is positive (negative). This helps the meridional expansion of the intraseasonal cyclonic (anticyclonic) perturbation.

d. Initiation of ISO perturbations

It was shown in Fig. 4 that the westward-propagating ISO originates from the region around 120°W (at day $-10$ or day $-8$). Why is there an initial ISO perturbation near 120°W? To reveal the perturbation source region, a wave-activity flux (Takaya and Nakamura 2001) is calculated for the ISO flow at 250 hPa. Figure 14 shows the horizontal distributions of the wave activity flux and the flux divergence fields. While pronounced eastward wave activity fluxes appear along the midlatitude
upper-level westerly, a flux convergence is found near 120°W. This indicates that, although its phase propagates westward, the ISO emits wave energy eastward, and the wave energy is accumulated near 120°W. The energy accumulation is hypothesized to be a major process that triggers and initiates the initial ISO signal. This hypothesis, however, needs further verification.

5. Relative contribution of tropical forcing and local processes

The diagnosis results above suggest that the midlatitude ISO may initiate, grow, and self-maintain through internal atmospheric dynamics. This is in contrast to a tropical forcing scenario in which tropical convection associated with MJO may remotely trigger and maintain the midlatitude ISO. Thus, an open question is: What is the relative contribution of the remote tropical forcing and local processes to the midlatitude ISO? To address this question, we take both the observational analysis and idealized numerical modeling approaches.

a. Reanalysis data diagnosis

In this subsection, the NCEP-DOE reanalysis data are used to explore the impacts of the tropical intraseasonal variability. Both of the time series of PC1 and PC2 (hereafter RMM1 and RMM2) retrieved by the multivariate (MV)-EOF analysis on 10–90-day filtered 200-hPa zonal wind (U200), 850-hPa zonal wind (U850), and OLR (Liebmann and Smith 1996) averaged between 15°S and 15°N (Wheeler and Hendon 2004) are used to represent the MJO forcing. As the average period of an MJO case is about 45 days, an averaged time interval between each of the eight MJO phases is about 6 days. According to the definition of eight MJO phases in Wheeler and Hendon (2004), the maximum values of RMM1 are between phases 4 and 5, and the maximum values of RMM2 are between phases 6 and 7. So, the 3-day-lead regression field of a variable (VAR) against the RMM1 time series represents the phase-4 average situation of VAR, and the 3-day-lag regression field of VAR against the RMM1 time series represents the
phase-5 average situation of VAR. Likewise, the 3-day-lead (lag) regression field of VAR against the RMM2 time series represents the phase-6 (7) average situation of VAR. As phases 1 (2) and 8 (3) are opposite to phases 5 (6) and 4 (7), respectively, the average situations of VAR from phase 8 to phase 1 can also be obtained. Multiplying the regression field in each phase by the corresponding PC time series would result in the time-varying fields of VAR \( (\text{VAR}_0) \) in each phase. Furthermore, the standard deviation of the so-calculated intraseasonal VAR’ in each phase represents the MJO forcing effect. The ratio of this to the standard deviation of the total ISO signal represents the fractional contribution of the MJO forcing.

As the RMM time series include not only the strong MJO cases but also the weak MJO cases and the non-MJO cases, if all times of RMM1 and RMM2 were used, the impact of the MJO forcing might be underestimated. Therefore, we conduct additional calculations by examining only strong MJO cases through constructing strong MJO time series based on RMM1 and RMM2, and we compare the all-times result and the strong MJO result. Given a normalized time series, strong positive MJO cases are defined when its peak is above 1.1 and its minimum is below \(-1.1\). Others are defined as weak cases. Only strong MJO cases are used to construct a new RMM time series (termed RMM*) (see red curve in Fig. 15 as an example). The dominant period of the RMM* time series is the same as that of the RMM time series (not shown).

Figure 16 shows the regression fields of 10–90-day filtered OLR and U200 in different phases of MJO based on RMM1* and RMM2*. In phase 1, U200 fields have a Gill–Matsuno-type (Gill 1980) response in the
tropics to the suppressed convection over the Maritime Continent and some teleconnection patterns in the midlatitudes. The response signals change as the convective anomalies move eastward. The response patterns from phase 5 to 8 are opposite to those from phase 1 to 4. Figure 17 shows the horizontal distribution of the standard deviation of U200 at each phase. The maximum intraseasonal variability in U200 appears in the tropical region and decreases with latitude.

The maximum fractional contribution in U200 based on the strong MJO cases is shown in Fig. 18a. It is found that the maximum MJO contribution to the midlatitude intraseasonal U200 is about 20%–25% over the midlatitude North Pacific region. The maximum MJO contribution to the intraseasonal H200 is also over the midlatitude North Pacific region and is about 20%–25% (see Fig. 18b). Furthermore, the maximum MJO contribution averaged in midlatitudes over the Northern Hemisphere (30°–60°N, 0°–360°) is about 10% (see Table 5). In the analysis above, we focused on tropical MJO events whose amplitudes are greater than 1.1σ. We also conducted a sensitivity test by considering MJO events that are greater than 1.5σ or even 2σ. It turns out that the response patterns are almost identical (not shown), with the amplitude increasing by about 10% (see Table 5).

For comparison, the maximum fractional contributions based on all-time RMM time series are shown in Figs. 18c and 18d. The patterns are quite similar to those derived from the strong MJO cases, but the magnitudes are smaller.

b. Diagnosis of numerical model experiments

The relative roles of tropical forcing and midlatitude processes based on idealized ECHAM4 experiments are assessed in this subsection. Figure 19 shows the zonal mean

![Fig. 13. Schematic diagram illustrating a positive feedback between the ISO and synoptic-scale flows during the developing phase of (a) an ISO cyclonic perturbation and (b) an ISO anticyclonic perturbation. The dashed line represents the trough of a synoptic eddy.](image)

![Fig. 14. Horizontal distribution of wave-activity flux (vector; m² s⁻²) and divergence (shading; 10⁻⁶ s⁻¹) at 250 hPa averaged in boreal summer. The vectors with the scales less than 5 m² s⁻² are omitted.](image)

![Fig. 15. Part of RMM1 time series retrieved by MV-EOF analysis on 10–90-day filtered 200-hPa zonal wind (U200), 850-hPa zonal wind (U850), and OLR during 1979–2009. The red curves represent the strong MJO cases used to construct RMM1*.](image)
standard deviation of 10–90-day filtered H200 and U200 calculated from the NCEP–DOE reanalysis data and various numerical experiments. The patterns of ISO variability in the Control experiment are quite similar to those of the reanalysis data, except that the magnitudes are overestimated. In No_Trop run, the amplitude of H200 is reduced compared to the Control run, implying the effect of tropical damping. With either a reduced damping rate or a smaller latitudinal extent of damping (i.e., Damp_Sensitivity or Lat_Sensitivity run), the amplitude of the intraseasonal oscillation in midlatitudes is stronger than in the No_Trop run but weaker than in the Control run.

To quantitatively measure the change of midlatitude ISO, we introduce the following index that measures the ratio of the amplitude change of midlatitude ISO:

\[
\frac{\sigma(VAR_{\text{EXP}}) - \sigma(VAR_{\text{Control}})}{\sigma(VAR_{\text{Control}})}, \quad (9)
\]

where \(\sigma\) is the standard deviation, VAR represents any given 10–90-day filtered variable (e.g., H200 or U200) and EXP represents the experiment name.

Table 6 shows the ratio of the tropical forcing defined as in Eq. (9) averaged in midlatitudes over Northern Hemisphere. The No_Trop run shows that the amplitude of the 10–90-day filtered H200 and U200 would be reduced by about 20% in the midlatitudes compared to the Control run. With a fourfold reduction of the damping rate and a decrease of the damping region, the reduction rate is less, as more tropical ISO variability is retained. Therefore, the results of the No_Trop run are sensitive to the damping rate and the damping domain. The additional sensitivity

---

**Fig. 16.** Regression fields of the 10–90-day filtered OLR (shaded; W m\(^{-2}\)) and 200-hPa zonal wind (contour; m s\(^{-1}\)) anomalies at different MJO phases (marked in the bottom right of each panel) based on the strong MJO cases.
experiments suggest that strong damping is needed to fully assess the tropical impact on midlatitude ISO. Thus, both the observational data analysis and the idealized numerical experiments suggest that the primary source for the midlatitude ISO arises from local processes. The contribution of tropical forcing to the midlatitude ISO is about 20%. However, caution is needed when interpreting the results above, because in the observational analysis the Wheeler–Hendon index was used, which can only represent a part of the total tropical ISO variability, and in the ECHAM sensitivity experiment the tropical ISO is not fully suppressed.

6. Conclusions and discussion

The three-dimensional structural and evolutionary characteristics of the ISO over the midlatitude North Pacific Ocean during boreal summer were examined by diagnosing the NCEP–DOE reanalysis data. An EOF analysis reveals that the midlatitude ISO has an equivalent-barotropic structure and propagates westward with a typical zonal wavelength of about 90°. The maximum amplitude appears in the upper troposphere around 250 hPa. The temperature anomaly is in the hydrostatic
relation with the geopotential height anomaly, with a warm core above and a cold core below a negative height center. While the vorticity or streamfunction anomaly is co-located with the height anomaly, the vertical motion has a 90° phase difference with the vorticity field, with anomalous ascending motion appearing to the east of a cyclonic vorticity center.

The maximum ISO variability appears over the eastern North Pacific around 50°N, 150°W. Maximum positive barotropic energy conversion occurs in the maximum ISO activity region, indicating that the energy source for the ISO perturbation comes from the mean flow. The ISO perturbation appears initiated around 120°W, where wave activity fluxes converge.

The westward phase speed is determined by the column-averaged mean zonal wind, equivalent-β effect, and the zonal wavelength of the ISO perturbations, as confirmed by the barotropic Rossby wave dispersion relation. In addition to the meridional gradient of planetary vorticity, the meridional gradient of relative vorticity of the mean flow also plays an important role in promoting the westward propagation.

The center-followed vorticity budget shows that the growth of the ISO vorticity perturbation is primarily attributed to the nonlinear meridional eddy vorticity transport. A two-way interaction scenario was identified for the ISO and synoptic-scale flows. On one hand, a cyclonic or anticyclonic ISO flow causes the synoptic-scale eddy to tilt along the northwest–southeast or northeast–southwest direction. On the other hand, the tilted synoptic eddies exert an upscale feedback to reinforce the ISO cyclonic or anticyclonic flows through nonlinear eddy vorticity transport.

The relative roles of the remote tropical forcing versus the midlatitude internal dynamics are investigated based on the diagnosis of both the observational data and idealized numerical experiments. By considering the impact of strong MJO events, the so-calculated ISO variability in midlatitudes occupies only about 20% of total intraseasonal variability at most, and this is consistent with numerical experiments, which shows that while the tropical MJO is greatly suppressed, a large portion of midlatitude intraseasonal variability is still present. This suggests that the large amount of midlatitude intraseasonal variability arises from local internal dynamic processes, as pointed out in section 4. Whereas the initiation arises from energy accumulation associated with wave activity flux convergence, the amplification results from both barotropic energy conversion of the mean flow and a positive feedback between the ISO flow and eddy vorticity transport.
However, it is likely that the methodology applied in this paper may underestimate the tropical impact. First, the Wheeler–Hendon index represents only part of the intraseasonal signals in the tropics. As the result, the tropical forcing effect may be underestimated. Second, sensitivity experiments such as the No_Trop run do not completely eliminate the MJO signal in the tropics. The simplistic measure of the standard deviation from the two model simulations may not be able to address the issue of cause and effect. It is likely that at least in some cases the tropical forcing is crucial. Once initiated by tropical forcing, a midlatitude perturbation may be further amplified through internal atmospheric dynamics (e.g., Mori and Watanabe 2008; Franzke et al. 2011). In such a scenario, the tropical forcing might appear small given the methodology employed here, but in reality it is of primary importance.
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Table 6. Fractional contribution (%) of tropical intraseasonal signals to the magnitude of the 10–90-day filtered 200-hPa geopotential height anomalies (H200) and 200-hPa zonal wind anomalies (U200) in Northern Hemisphere (30°–60°N, 0°–360°) for the whole year.

<table>
<thead>
<tr>
<th>Run</th>
<th>H200</th>
<th>U200</th>
</tr>
</thead>
<tbody>
<tr>
<td>No_Trop run</td>
<td>18</td>
<td>15</td>
</tr>
<tr>
<td>New_Damp run</td>
<td>10</td>
<td>8</td>
</tr>
<tr>
<td>New_Latitude run</td>
<td>7</td>
<td>5</td>
</tr>
</tbody>
</table>


