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ABSTRACT

Tropical boundary-layer flows interact with the free tropospheric circulation and underlying sea surface tem-
perature, playing a critical role in coupling collective effects of cumulus heating with equatorial dynamics. In
this paper a unificd theoretical framework is developed in which convective interaction with large-scale circu-
1ation includes three mechanisms: convection—wave convergence (CWC) feedback, evaporation—~wind (EW)
feedback, and convection—frictional convergence (CFC) feedback. We examine the dynamic instability resulting
from the convective interaction with circulation, in particular the role of CFC feedback mechanism.

CFC fecdback results in an unstable mode that has distinctive characteristics from those occurring from CWC
feedback or EW feedback in the absence of mean flow. The instability generated by CFC feedback is of low
frequency with a typical growth rate on an order of 107 s ™. The unstable mode is a multiscale wave packet;
a global-scale circulation couples with a large-scale (several thousand kilometers) convective complex. The
complex is organized by boundary-layer convergence and may consist of a few synoptic-scale precipitation cells.
The heating released in the complex in turn couples the moist Kelvin wave and the Rossby wave with the gravest
meridional structure, forming a dispersive system. The energy propagates slower than the individual cells within
the wave packet. A transient boundary layer is shown to favor planetary-scale instability due to the frictionally
created phase shift between the maximum vertical motion and the heating associated with boundary-layer con-
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vergence.

The implications of the theory to the basic dynamics of tropical intraseasonal oscillation are discussed.

1. Introduction

Madden and Julian’s (1972) pioneering work sug-
gested that the 40-50 day oscillation in the tropics is
a result of eastward movement of large-scale cells ori-
ented in the tropospheric equatorial plane. The early
investigators of the oscillation, however, were hindered
by the sparsity of observations. In the last ten years,
satellite observations [e.g., outgoing longwave radia-
tion (OLR)] and improved general circulation model
(GCM) products have made available additional infor-
mation concerning the nature of the oscillation (e.g.,
Lorenc 1984; Weickmann et al. 1985; Krishnamurti et
al. 1985; Lau and Chan 1985, 1986; Murakami and
Nakazawa 1985; Knutson and Weickmann 1987). Nu-
merical simulations with various versions of GCMs
have confirmed that the model’s counterpart of the os-
cillation is indeed associated with eastward-migratory
planetary-scale circulation systems (Lau and Lau 1986;
Hayashi and Sumi 1986; Hayashi and Golder 1986,
1988; Swinbank et al. 1988; Lau et al. 1988). Recent
analyses of pentad-mean anomaly maps of OLR and
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ECMWF (European Centre for Medium-Range Fore-
casts) tropospheric winds have made it possible to ob-
jectively identify individual low-frequency convection
and circulation anomalies and to document their de-
velopment, movement, and dynamic structure (Wang
and Rui 1990a; Weickmann and Khalsa 1990; Rui and
Wang 1990). These low-frequency anomalies will be
called tropical intraseasonal systems (TIS). The char-
acteristic frequency of TIS is on an order of 10657,
which is in between synoptic-scale (10~° s™!) and an-
nual (1077 s 1) variations.

A fundamental theoretical problem has been the ex-
planation of the origin and evolution of TIS. It is be-
lieved that condensational heating associated with deep
convection is a primary energy source for the devel-
opment and maintenance of these long-lasting plane-
tary-scale systems (Krishnamurti et al. 1985; Mura-
kami and Nakazawa 1985; Wang 1988). Extratropical
forcing or Rossby wave penetration from midlatitude
to the tropics may possibly serve as triggering mecha-
nisms (Murakami 1988; Hsu et al. 1990).

A key element of the theoretical modeling of TIS
deals with the interaction between convective heating
and large-scale circulation. Various hypotheses con-
cerning the circulation-dependent convective heating
have been advanced and tested in terms of prototype
linear models. One of the earliest hypotheses follows
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wave—CISK thinking (Hayashi 1970; Lindzen 1974) convection in producing slow instability (growth rate
with an emphasis on the interaction of equatorial Kel- of an order of 107°s™'), organizing multiscale con-
vin waves and convective heating (Lau and Peng 1987; vective complex, coupling moist Kelvin and Rossby
Chang and Lim 1988). This mechanism provides a waves, and forming a dispersive wave packet. The
naive explanation for a slow eastward propagation of model is capable of reproducing some observed key
vertically out-of-phase zonal wind anomalies along the features of TIS and sheds physical insight into the basic
equator. Another hypothesis, as proposed by Emanuel dynamics of tropical intraseasonal oscillation.

(1987) and Neelin et al. (1987), considers the feed-

back between anomalous evaporation and surface 2, A basic theoretical framework: 2';-layer model
winds. Even without equatorial waves, the east—west .

asymmetry in the heating created by differential evap- @ Model physics

oration can induce a slow, eastward-moving Walker-
type circulation cell in the presence of a uniform east-
erly basic flow. The last hypothesis invokes a feedback
between convective heating and tropical boundary-
layer dynamics (Wang 1988; Wang and Rui 1990b).
The boundary-layer convergence couples the baroclinic
and barotropic modes in the free troposphere in such a
way that the generation of eddy available potential en-
ergy is more efficient for planetary-scale waves than
for short waves.

The convective interaction with circulation is inher-
ently nonlinear even for small amplitude disturbances.
Testing the three mechanisms with a more realistic con-
ditional (or positive only) heating scheme is necessary.
With the conditional heating scheme, equatorial wave—
CISK was shown to be able to produce an exponen-
tially growing wavenumber one flow pattern that trav-

The model is designed to contain only the essential
physics necessary for simulating fundamental features
of the observed TIS. There are two types of nonlinear-
ity that are involved in moist dynamics: advection of
momentum and temperature and circulation-dependent
heating. The nonlinear advection is important when the
wave amplitude is finite and the period is comparable
to the advective time scale. The circulation-dependent
heating, on the other hand, acts even for small ampli-
tude perturbations regardless of the wave properties. To
keep the model as simple as the essential physics will
allow, we will consider only conditional heating and
neglect advective nonlinearity in this study.

In order to include all three feedback mechanisms
mentioned in the previous section, we assume a model
atmosphere consisting of a two-layer free troposphere
and a well-mixed boundary layer. The model is an ex-
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ity in the boundary layer and the lower tropospheric
layer, which are estimated by

ge = qﬂ(p:‘" —pe)/m(ps — Pe)’ (223)

@ = qo(p? — p3)/m(p. — p2),  (2.2b)

where pressure p;, p., and p, have been divided by
1000 hPa; and m = H/H, with H = 7.6 km being the
density scale height and H, = 2.2 km being the water
vapor density scale height. In the derivation of (2.2a,b)
it was assumed that the absolute humidity of the basic-
state atmosphere falls off with height exponentially
with a constant water vapor density scale height H,
(Wang 1988). The surface air specific humidity g, is
assumed to be a function of SST (in units of °C) given
by the following empirical formula (Li and Wang
1994):

go = (0.972 SST ~ 8.92) X 107, (2.3)

The model, which is composed of a two-level free
troposphere and a well-mixed boundary layer, de-
scribes three vertical modes: baroclinic and barotropic
modes of the free troposphere and a boundary-layer
mode. The convective heating released in the middle
troposphere stimulates only the baroclinic mode. It has
been demonstrated that the variations associated with
the barotropic mode are substantially smaller than the
variations associated with the baroclinic mode for trop-
ical instability (Wang and Rui 1990b) and for forced
tropical motion (Wang and Li 1993). If vertically in-
tegrated divergence in the free troposphere vanishes the
barotropic and baroclinic modes are decoupled even in
the presence of a boundary layer. A fundamental sim-
plification made here is to remove the barotropic mode
by assuming that the column integral of divergence in
the free troposphere vanishes. With this simplification
the model describes only two vertical modes: the free-
troposphere baroclinic mode and the boundary-layer
mode. In this sense, the present model may be referred
to as a 21/>-layer model.

The dimensional governing equations on an equa-
torial 8 plane are

Ou/Ot — Byv = —8¢/dx + rVu, (2.4a)

Ov/0t + Byu = —8p/8y + rV, (2.4b)
C3%0¢/0t + (1 — 8I)V-V

= d(6B — 1)V -V, — 6FCg|Vs|/h, (2.4c)

Oug/Ot — Byvg = —0¢d/0x — Eug, (2.4d)

Ovg/Ot + Byup = —0d/dy — Evg, (2.4e)

where V(u, v) and Vy(up, vg) are the lower-tropo-
sphere and boundary-layer winds, respectively; ¢ is the
lower-troposphere geopotential perturbation; r is a hor-
izontal momentum diffusion coefficient, C, denotes dry
gravity wave speed of the free-troposphere baroclinic
mode; d = (p;, — p.)/ Ap is nondimensional depth of

JOURNAL OF THE ATMOSPHERIC SCIENCES

Vot. 51, No. 11

the boundary layer; h = Ap/p,g, where Ap is one-half
pressure depth of the free troposphere; and E = p,gA,/
[(ps — pe)ho In(hy/2z)] is friction coefficient in the
boundary layer, where A, hy, and 2, are given in Table
1. In the thermodynamic equation (2.4¢) the remaining
three nondimensional parameters are defined as fol-
lows:

I = gslq. heating coefficient due to
wave convergence (2.5a)
B=gq4./q. heating coefficient due to

frictional convergence (2.5b)
F = (g, —~ ¢0)/q. heating coefficient due to

evaporation, (2.5¢)

where g. = 2C,p,C3/(bRApL,), and R, L., and C, are
gas constant for dry air, latent heat of condensation,
and specific heat at constant pressure, respectively.
Quantity g, stands for a vertical mean specific humidity
in the lower-tropospheric layer, which is needed to pro-
duce a vanishing effective static stability in the present
model.

From the thermodynamic equation (2.4¢c), one can
readily identify three mechanisms: wave—CISK rep-
resented by parameter I, evaporation—wind feedback
denoted by parameter F, and CFC feedback repre-
sented by parameter B. Note also that the moisture con-
tents (g., gs, g,, and g,) are functions of SST [see Egs.
(2.2) and (2.3)]. Therefore, the heating intensity co-
efficients I, B, and F are directly controlled by SST.

b. Numerical scheme and parameters

The equations are solved in an equatorial beta-plane
channel. Boundary conditions in the zonal direction are

TABLE 1. Parameters and their standard values
used in the experiments.

D Pressure at the top of the boundary layer 900 hPa

A, Half-pressure depth of the free troposphere 400 hPa

SST  Sea surface temperature 29°C

Co Dry gravity wave speed of the baroclinic 50ms™
mode

r Horizontal momentum diffusion coefficient 10° m? ™!

b Precipitation efficiency coefficient 0.9

A, Vertical turbulent viscosity in the boundary 10 m?s™!
layer

ho Depth of the surface layer 40 m

Zy Surface roughness length 0.0l m

Ce Heat exchange coefficient 1.5 %1073

1 Heating coefficient due to wave convergence  0.84

B Heating coefficient due to frictional 1.73
convergence

F Heating coefficient due to evaporation 0.59

E Ekman number in the boundary layer 3 x 107°

d Nondimensional boundary-layer depth 0.25

h Half-depth of the free troposphere 3.6 km
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periodic, and require, on the north and south bounda-
ries, partial derivatives normal to the boundaries van-
ishing. These north—south boundary conditions ensure
no fluxes of mass, momentum, and heat across the
boundaries.

Finite-difference schemes in both space and time are
adopted; the time increment is 30 minutes. In addition
to leapfrog scheme in time, Euler and Euler-backward
schemes are used every 12 hours to reduce numerical
noise. Spatial resolution in standard runs is 5° longitude
by 2° latitude. A finer resolution of 2.5° longitude by
2° latitude was tested for the transient boundary-layer
case. The solution is not sensitive to changes in reso-
lution.

Latent heat is assumed to be released in the precip-
itating regions only. Other possible switch-on functions
have also been tested. For instance, convection was as-
sumed to occur in the areas of large-scale boundary-
layer convergence, so that the heating switch-on func-
tion 6 = H(—w,). The results obtained with the two
different heating switch-on functions are quite similar
(figure not shown) as long as the CFC feedback mech-
anism is concerned.

In the present boundary-layer model, Rayleigh fric-
tion balances the sum of the pressure gradient and Cor-
iolis forces. For low-frequency motions, the Rayleigh
friction parameterizes not only frictional effect but also
the nonlinear effects of nonresolved high-frequency
grid-scale processes. Diagnostic studies using monthly
mean surface pressure and wind data indicated that the
balance of the three major boundary-layer forces re-
quires that Rayleigh friction coefficients vary with
wind direction and latitude (Li and Wang 1994; Deser
1993). The meridional friction coefficient E, is gen-
erally 2-3 times larger than its zonal counterpart, E,,
in the equatorial region. For this reason, we adopted E,
= 2E, = 2F in the present study. Experiments with
different ratios of E,/E, were performed. It was found,
as expected, that an increase in meridional Rayleigh
friction coefficient cuts down meridional wind-induced
convergence, thus reducing instability. The nature of
the instability is not altered, however, by a reasonable
choice af theratin
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an arbitrary positive multiplier. Exponentially growing
solutions exist for such a system (Charney and Eliassen
1964; Wang and Xue 1992; Xie et al. 1993). To de-
termine a time-mean growth rate time integration was
carried out for 40 days. The growth or decay of the
mode is measured by its maximum precipitation rate,
which indicates the maximum generation rate of the
total (available potential plus kinetic) energy of the
unstable mode. The growth rate determined in this
manner is consistent with those derived from kinetic or
available potential energy.

Unless otherwise stated, the parameter values used
in this paper are listed in Table 1.

3. Energetics and a necessary condition for CFC
feedback instability

It is useful to first examine the energetics of the free
troposphere. The eddy kinetic energy equation can be
readily obtained from (2.1a,b):

8/0t((u? + v?)/2)
=(¢V-V) — r{(Vu)* + (Vv)?), (3.1)

where the angle brackets denote a spatial average over
the entire horizontal domain. Eddy available potential
energy depends on local effective static stability. In dry
(6 = 0) regions the effective static stability is propor-
tional to C3. Multiplying the heat equation (2.4¢c) by
(1 — 6)¢ and integrating the resultant equation over
the entire horizontal domain leads to

8/8t((1 — 8)9%/(2C3))
= —{(1 = 6)¢V-V) ~d((1 - 6)¢V-Vs). (32)

Similarly, in wet (6 = 1) regions the effective static
stability is in proportion to (1 — I)C3. Multiplying
(2.4c) by 6¢/(1 — I) and integrating over the horizon-
tal domain yields

a/0t(64*/[2(1 — NC3])

= —(6¢V-V) + [d(B - 1)/(1 = )66V - V5)
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where K and P represent, respectively, mean eddy ki-
netic and available potential energy; (P, K) denotes
rate of conversion from eddy available potential energy
to eddy kinetic energy; GP1 and GP2 are rates of eddy
available potential energy generation due to convective
heating associated with boundary-layer moisture con-
vergence and surface evaporation, respectively; D1 and
D2 express energy dissipation in the boundary layer
and free troposphere.

In terms of the notation in (3.4), the eddy kinetic,
available potential, and total energy equations can be
written as

8K/t = (P,K) — D2, (3.5)
8P/t = —(P,K) + GP1 + GP2 — D1, (3.6)
8(K + P)/dt = GP1 + GP2 — D1 — D2. . (3.7)

Equation (3.7) indicates that in a stable wave—CISK
regime (f < 1), eddy energy is generated by convective
heating associated with the boundary-layer moisture
convergence (GP1) and surface evaporation (GP2).
Note, however, the latter is also indirectly controlled
by boundary-layer convergence as implied by 6
= H(P,)or § = H(—w,). Furthermore, it can be shown
that

O(GP1/GP2) = O(Dq./(g: — 4)LCp), (3.8)

where symbol O( ) means the order of magnitude of
the variable quantity within the bracket, and L = 10°
m is a characteristic meridional length scale determin-
ing the boundary-layer divergence (since boundary-
layer divergence is primarily attributed to meridional
wind component). Nondimensional number D/LC), is
O(1) and g, is roughly three times as large as (g, — go)
over the tropical ocean. One may infer that GP1 is ap-
proximately three times larger than GP2. We note also
that GP1 depends on the covariance between geopo-
tential perturbation and boundary-layer divergence,
whereas GP2 is determined by the covariance between
low geopotential perturbation and surface wind speed;
both differ from that of kinetic energy generation that
depends on the covariance between geopotential per-
turbation and free troposphere divergence.

Neglecting effects of surface evaporation and free
tropospheric momentum diffusion, the instability due
to CFC feedback requires GP1 > D1, namely,

(6¢V-V5) > [(1 = D)/(B - D¢V V5). (3.9)

A necessary condition for the CFC feedback instability
is that the fractional covariance between geopotential
perturbation and boundary-layer convergence in the
wet regions must exceed (1 — I')/(B — I). An increase
in SST favors amplification of unstable mode by low-
ering the value (1 — I)/(B — I) (Table 2).

Although the eddy energy for the CFC feedback in-
stability is generated through boundary-layer conver-

Ecnci m D{ecinilatiﬂi aisds o‘ gacssure trgaghl o) gs drclsta,bili_zing efflect of the AfrictionaLconverg‘ence heat-
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TABLE 2. Quantity (1 — I)/(B — I) as a function of SST
for p, = 900 hPa.

SST (°C)
(-D/B -1

25.0
0.46

26.0
0.38

27.0
0.31

28.0
0.24

29.0
0.18

30.0
0.13

positive temperature anomaly) [Eq. (3.4d)], the real-
ization of the instability is, in general, assisted by wave
convergence heating [Eq. (3.9)]. It should be pointed
out, however, that the CFC feedback instability can op-
erate without wave convergence. An example is the
case in which I = 0 so that no wave convergence heat-
ing exists. In that case, the forcing induced by bound-
ary-layer moisture convergence can still lead to an am-
plifying perturbation. Another extreme case is/ = 1 in
which no propagating equatorial waves exist. An east-
ward-propagating growing mode can also be produced
by CFC feedback process. Since the mean flow speed
is zero in the cases under consideration, no steering
level exists for the unstable mode; that is, the Miles
(1961) theorem does not apply to the CFC feedback
instability. Bolton (1980) has shown that for a forced
perturbation to grow and to travel faster than mean-
flow speed at all levels, heating must be out of phase
with maximum vertical velocity. The boundary-layer
convergence gives such a phase shift between heating
and maximum vertical motion. In section 6 a more de-
tailed analysis will be presented to show how the fric-
tional effect creates such a phase shift.

The differences between CFC feedback instability
and wave—CISK are conspicuous in terms of energet-
ics. First, wave—CISK requires / > 1 whereas CFC
feedback instability occurs when I < 1. Second, the
generations of eddy available potential energy and ki-
netic energy are in phase in wave—CISK, whereas they
are out of phase in CFC feedback instability. The for-
mer is thus a direct thermal instability, whereas the lat-
ter is not. The key process that is responsible for these
differences is the phase shift between wave-induced
convergence and boundary-layer convergence. We will
further elaborate the importance of this phase shift to
the instability in section 6b.

4. Low-frequency instability

To identify effects of CFC feedback, we first con-
sider a steady-state boundary layer and omit the surface
evaporation term in (2.4c). Assume a uniform SST
= 29°C for which the wave convergence heating co-
efficient / is less than unity when the top of the bound-
ary layer is higher than 980 hPa.

Figure 1 illustrates how perturbations may grow due
to increased frictional—convergence heating. For a
shallow boundary layer (p. = 950 hPa), an initial per-
turbation decays slowly with an exponential decay rate
of about 0.03 day ™. This is due to the fact that the
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Fic. 1. Maximum precipitation rate of convection—frictional con-
vergence feedback mode as a function of time for differing boundary-
layer depths.

ing is insufficient to compensate boundary-layer dissi-
pation. When the boundary-layer depth expands, on
one hand, the wave—convergence heating decreases
and the moist free troposphere is effectively stabilized;
on the other hand, the frictional convergence heating
increases more rapidly, which eventually overcomes
boundary-layer dissipation and the stabilization of the
free troposphere, leading to an instability. The transi-
tion from an oscillatory decay to an oscillatory growth
occurs when the top of the boundary layer rises from
Pe =940 to p, = 930 hPa. As the boundary layer further
deepens (p. = 920 hPa), the amplitude increases ex-
ponentially with a growth rate of 0.06 day ~*.

The unstable mode that is destabilized by frictional
convergence heating grows or decays slowly. The
growth rate increases with increasing SST and deep-
ening boundary layer (Fig. 2). For a fixed boundary-
layer depth (925 hPa, for example), a critical SST
(27.5°C) is required in order for a perturbation to am-
plify. For a wide range of SST (from 25° to 30°C) and
a boundary layer depth of 1 km, the growth rate varies
from 0 to 0.2 day ', which is O(10~®s™'), an order
of magnitude smaller than the typical growth rate of
synoptic-scale disturbances. This low-frequency insta-
bility appears to qualitatively cope with the observed
growth rate estimated from OLR field by Wang and
Rui (1990a).

In the stable wave—CISK regime, the evaporation—
wind feedback can also lead to exponentially growing
modes (Xie et al. 1993); however, in the absence of
planetary boundary layer the evaporation—wind feed-
back yields a fast growth with a typical growth rate of
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O(107° s7') (Fig. 3). In the comparison made in Fig.
3, all model parameters are identical except in the CFC

- feedback case F = 0 (no evaporation) and p, = 900

bPa, whereas in the evaporation—wind feedback case
p. = 1000 hPa (no boundary layer) but the evaporation
term is retained. Without a boundary layer the param-
eter I > 1 when SST exceeds 28°C, implying that the
unstable mode is a combined wave—CISK and EW
feedback mode. Note that when SST increases the
growth rate of EW feedback mode smoothly merges
with that of the combined wave—CISK and EW feed-
back mode. In contrast, the CFC feedback generates a
distinctive low-frequency unstable mode.

When both the CFC and evaporation—wind feed-
backs are included, the growth rate of the unstable
mode is close to that of CFC feedback mode (Fig. 3).
This implies that the effect of boundary-layer moisture
convergence dominates the evaporation effect, a con-
clusion in accord with that derived from (3.8). Figure
4 shows that the eddy energy generation due to fric-
tional convergence heating (GP1) is much larger than
that due to surface evaporation (GP2), confirming that
the dominant impact of the CFC feedback on the com-
bined CFC and EW feedback instability. It is obvious
that the low-frequency nature of the CFC feedback in-

(a) Growth Rate (l/day)

0

0.1

<« Pe (hPa)

1 | , .
1000 26 28 30

(b) Phase Speed (m/s)

w ) /

°

«— Pe (hPa)

]
1000 26 28 30

SST (°C) —>

FiG. 2. (a) Growth rate and (b) phase speed of convection—fric-
tional convergence feedback mode as functions of SST and the pres-
sure at the top of the boundary layer. The growth rate and phase
speed are averaged for the period of first 40 days. Shaded area indi-
cates wave—CISK regime.
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EW feedback

The presence of a boundary layer efficiently sup-
presses the fast growth of the EW feedback via three
means. First, the friction-induced vertical motion coun-
teracts heating effect and offsets generation of eddy
available potential energy [see the term D, in (3.6)].
Second, the boundary-layer friction cuts back surface
wind speed, diminishing evaporational rate and gen-
eration of eddy available potential energy [see the GP2
term in (3.6)]. Last, friction changes the phase rela-
tionship between geopotential and surface wind speed
in such a way that their covariance, hence the genera-
tion of the eddy available potential energy, decreases.
In the equatorial precipitation region the geopotential
perturbation has largest amplitude and meridional
winds are small; without boundary-layer friction, the
lower free troposphere zonal wind is nearly in phase
with geopotential (as in an inviscid Kelvin wave),
whereas in the presence of boundary-layer friction, the
maximum zonal wind nearly coincides with the maxi-

ave-CISK
&

27 28
SST (° C)

F1G. 3. Comparison of the growth rate as a function of SST be-
tween convection—frictional convergence ( CFC) feedback and evap-

oration—wind (EW) feedback modes. The dashed

growth rate of the combined CFC and EW feedback mode. When
SST is higher than 28°C, the EW feedback mode becomes a com-
bined wave—CISK and EW feedback mode. The growth rate is av-

eraged for the period of the first 30 days.

stability is not altered by the presence of EW feedback
mechanism. On the other hand, the presence of a

boundary layer can change the fast

growth of EW feedback to a slow instability and elim-

inate its link to wave—CISK.

It should be pointed out that in the above compari-
son, the basic state is a resting atmosphere. The above
results do not imply failure of the EW feedback mech-

anism, whose original model (Neelin

Emannual 1987) depends critically on an assumption

that the mean surface wind is easterly.

mum zonal geopotential gradient. It follows that with
boundary-layer friction the covariance between low
geopotential and surface wind speed in the precipitating
areas should be relatively small.

curve denotes the

5. Multiscale structure and vertical tilt of
divergence field

Figure 5 depicts the evolution of precipitation rate
and lower-troposphere geopotential perturbation and
wind fields for the CFC feedback mode with a steady
boundary-layer flow. The unstable mode, after an initial
adjustment, is characterized by three distinct zonal.
scales: a global-scale circulation system of wavenum-
ber one; a large-scale (order of 5 X 103 km) organized
multicell convective complex, and synoptic-scale (or-
der of 10° km) precipitation cells. The wet core of the
unstable mode occurred as a group of precipitation
cells. The heating associated with the wave and bound-
ary-layer moisture convergence integrates equatorial
Kelvin and Rossby waves, forming a coupled eastward-
moving Kelvin—Rossby wave packet. To the east of

synoptic-scale

et al. 1987,

ENERGY GENERATION RATE

L0 I I T T
————— GP1
05— 77T GP2 —
<P.KX>
0.0
—05 | | | L 1 x ! |
. 40E 80E 120E 160E 160W 120W 80W 40W

FiG. 4. The normalized rate of generation of eddy kinetic energy ({(P, K)) and eddy available
potential energy due to frictional moisture convergence (GP1) and due to evaporation (GP2) along
the equator at day 12 of the experiment with combined CFC and EW feedbacks.
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ticity cells that resemble Rossby wave trains. Along the
equator convective cells coincide with Kelvin wave
low pressure, and symmetric off-equatorial trains of
convective cells concur with Rossby wave low pres-

line contours) and lower troposphere geopotential perturbation

FiG. 5. Sequential maps of precipitation rate (solid
(dashed-line contours) and winds (arrows) for the unstable convection—frictional convergence feedback mode in the

standard experiment at interval of 4 days. All three fields are normalized by their respective maxima at each panel. The

contour starts from 0.1 at an interval of 0.2.
side of the equatorial westerlies maintain cyclonic vor-

the wave packet center strong easterlies prevail and to
the west are weaker westerlies, resembling an equato-
rial Kelvin wave. The cyclonic shears located at each
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sures. A similar coupled Kelvin—Rossby wave struc-
ture was found in an earlier linear analysis by Wang
and Rui (1990b), but with conditional heating the un-
stable mode contains a much larger Rossby wave com-
ponent.

The zonal wavenumber one circulation consists of a
concentrated ascending (wet) region of several thou-
sand kilometers and two much broader planetary-scale
descending (dry) regions on both sides. This wet—dry
asymmetry arises from the effect of conditional heat-
ing. Figure 6 illustrates how the heating creates a nar-
row moist core and a widespread dry zone during initial
adjustment process. In the descending region dry static
stability corresponds to a dry Kelvin wave speed of C,
= 50 ms~', whereas in the precipitation region the
reduced effective static stability yields a moist Kelvin
wave speed of (1 — I)'?Cy = 20 m s~'. The narrow
precipitation area was nearly in phase with zonal wind
convergence (Ju/0x) and the minimum geopotential,
and slightly lagged the maximum lower troposphere
easterlies by about 10°—15° longitude. They formed a
moist core and moved together eastward slowly with a
moist Kelvin wave speed in the adjustment process.
Outside of the precipitation region, on the other hand,
the front of the easterly patch propagated at a faster dry
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FIG. 6. Initial adjustment process in the standard experiment: Lon-
gitude—time diagram of the maximum precipitation rate and lower-
troposphere geopotential and zonal wind along the equator for the
unstable mode. All fields are normalized as in Fig. 5. The contour
interval is 0.2. The areas enclosed by contours of 0.9 (or —0.9) are
shaded to highlight the moist core region.
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Kelvin wave speed and had traveled about 240° lon-
gitude in the first six days. Consequently, the low geo-
potential system continuously expanded until day 7.
Meanwhile, the westerlies associated with Rossby
wave were generated after about one day and thereafter
propagated at a dry Rossby wave speed of about 17
ms~' (close to one-third of the dry Kelvin wave
speed), completing a westward displacement of about
70° longitude from day 2 to day 6. The expansion of
the dry region was finally restrained by finite geometry
of the full circumference of the globe at day 7. The
formation of the wavenumber one circulation is, there-
fore, a result of energy dispersion by dry equatorial
waves that are excited by convective heating. This pro-
cess is eventually restrained by earth’s finite geometry.

Boundary-layer winds, divergence, and vorticity as-
sociated with precipitation cells are shown in Fig. 7. In
contrast to the global-scale free troposphere circulation,
the boundary-layer winds display synoptic-scale struc-
tures that match precipitation cells extremely well. No-
table equatorial westerlies accompany equatorial pre-
cipitation cells, especially the strongest westerly right
beneath the most intense cell. Also notable are conver-
gent meridional winds blowing equatorward and con-
necting to the strongest westerlies. The off-equatorial
convective cells tend to coincide with areas of low pres-
sure and cyclonic vorticity. Each cell tends to slightly
lag boundary-layer convergence. Figure 7 reveals an
intimate connection between the boundary-layer mois-
ture flows and the organization of precipitation cells
within the wave packet.

6. Effects of boundary-layer dynamics

a. Organization of convection

The relationship between boundary-layer flows and
convective cells can be understood in terms of bound-
ary-layer dynamics. For steady motion the boundary-
layer vorticity (£) and divergence (D) equations on an
equatorial § plane are, from (2.4d,e),

EC = —B(v + yD),
ED = B(y§ — u) — V’4,
from which we have
D = -E(V% + pu + B°yv/E)/(E* + B%y?),
(1

(6.1a)
(6.1b)

(6.2a)
and
§ = B(—yV?¢ + Byu — vE)/(E* + B%y?). (6.2b)

The boundary-layer convergence in the tropics
comes from two principal effects: the Laplacian of geo-
potential [term (I) in (6.2a)] and the beta effect [ terms
(1) and (III) in (6.22)]. Near the equator, the bound-
ary-layer convergence is associated with low pressure
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(a) PRECIPITATION RATE, GEOPOTENTIAL HEIGHT, BOUNDARY LAYER FLOW
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Fic. 7. (a) Precipitation rate (solid contours) and boundary-layer winds, (b) boundary-layer
divergence, and (c) boundary-layer vorticity for the standard experiment at day 16. Fields are

normalized as in Fig. 5.

and westerlies [the terms (I) and (II) in (6.2a)]. For
large-scale systems the latter is dominant, that is, the
beta effect acting on equatorial westerlies produces an
upward motion at the top of the boundary layer. This
ascending motion is a mirror image of the downwelling
associated with equatorial eastward oceanic currents.
This explains why equatorial westerly surges are al-
ways accompanied by strong moisture convergence,
which provides moist static energy source for convec-
tive heating.

Away from the equator, planetary vorticity advection
[the term (III) in (6.2a)] also makes a significant con-
tribution to boundary-layer divergence. Poleward flows
cause surface convergence. This term has increasing
importance to convergence as latitude increases. About
one radius of deformation away from the equator, three
terms in (6.2a) have comparable magnitudes. Fric-
tional convergence, therefore, is proportional to the La-
placian of pressure and the strength of the eastward and
poleward flows. This explains why precipitation cells
occur on equatorward side of and within the off-equa-
torial pressure troughs (cyclonic vorticity areas). It is
the interaction between boundary-layer moisture con-
vergence and convective heating that maintains a co-
herent synoptic-scale structure of individual precipita-
tion cells.

The vorticity at the equator is solely associated with
cross-equatorial flow (6.2b): northward flow generates
anticyclonic vorticity and vice versa. Notice, however,
that vorticity at the equator has no contribution to
boundary-layer divergence, which can be seen from the
divergence equation (6.1b).

b. The phase shift between maximum upward motion
and frictional convergence

Figure 8a shows that along the equator boundary-
layer friction gives rise to a phase shift between the
boundary-layer convergence and free troposphere
wave convergence. The maximum boundary-layer con-
vergence leads the maximum wave convergence by
about 1000 km. In front of the leading convective cell
the boundary-layer flows converge while the lower free
tropospheric flows diverge. It was shown in section 3
that eddy kinetic energy generation, (P, K), is directly
connected with wave convergence, while the eddy
available potential energy generation, GP1, is identified
with boundary-layer convergence. Thus, (P, K) lags
GP1 by about 10° longitude (Fig. 8b).

The friction-induced phase shift marks a fundamen-
tal difference between inviscid wave~CISK and CFC
feedback mechanism. In a conventional wave—CISK



1396 JOURNAL OF THE ATMOSPHERIC SCIENCES

VoL. 51,.No. 11

(a) DIVERGENCE ALONG THE EQUATOR

_10 | | |

L | |

120E 160E 160W

120w 80w 40W

Fic. 8. (a) The lower free troposphere wave divergence (V- V) and boundary-layer divergence
(V- V3) along the equator, and (b) the rate of generation of eddy kinetic energy ({P, K)) and eddy
available potential energy due to boundary-layer convergence (GP1) along the equator at day 12
of the standard experiment. The divergence and energy generation rate were normalized by their

respective maxima.
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potential energy are associated with wave motion, so
that they are in phase. The moisture supply is directly
controlled by heating-driven secondary circulation,
leading to a shortwave blowup ( convective instability).
In the presence of boundary-layer friction a phase shift
is created between maximum forcing and maximum
vertical motion, or between (P, K) and GP1. Due to
this phase shift, the moisture supply in the boundary
layer is no longer directly managed by the heating-
driven secondary circulation.

c. Effect of a transient boundary layer

Because the Coriolis force tends to zero as the equa-
tor is approached, the acceleration of boundary-layer
flow becomes important in the momentum balance near
the equator for synoptic-scale motions (e.g., Mahrt

1072\ It 10 intaracting tn coe hawr concitive the anlittian

shows the evolution of horizontal structure of the un-
stable wave packet. Although the overall features are
similar to that for a steady boundary layer (Fig. 5), a
noticeable difference is seen in the structure of the con-
vective complex. The transient boundary-layer flow
produces an elongated, equatorially trapped precipita-
tion area that develops in the equatorial pressure trough
with a maximum precipitation occurring at the west
edge of the trough. It apparently organizes equatorial
convection on a larger scale and tends to degrade off-
equatorial convection cells, suggesting that local ac-
celeration is important mainly near the equator. Be-
cause the system moves at a significant speed (15
m s™'), for a system with a zonal scale of 1000 km the
local change of boundary-layer momentum has a mag-
nitude comparable to zonal pressure gradient force and
friction.
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F16. 9. As in Fig. 5 except for the case with a transient boundary-layer flow.

7. Energy propagation

Figure 5 indicates that as a leading cell moved east-
ward, a new cell formed behind the leading cell (at day
8), rapidly developed (at day 12), and finally became
the strongest cell (at day 16) and replaced the previous
leading cell (at day 20). The aforementioned process
repeated itself from day 20 to day 32. We identify the
propagation speed of the maximum precipitation rate as
the group speed of the wave packet, because both the
low geopotential center and the strongest easterly wind
travel with the strongest precipitation cell; namely, the
circulation and the convective complex move unitedly
with the group speed. Individual cells within the wave

packet propagate with a faster moist Kelvin wave
speed, which is (1 — 1)Y/2C,.

Figure 10 compares the group speed of the unstable
wave packet with the phase speed of individual precip-
itation cells. The dispersion is more significant when
the boundary layer becomes deep. The dispersion is
also more evident when the convective heating is con-
trolled by boundary-layer convergence, that is, &
= H(—w.) (figure not shown). These results indicate
an intimate link between boundary-layer convergence
and energy dispersion.

When a transient boundary layer is used, the west-
ward transfer of energy from one cell to other is not
apparent, but the energy propagation speed assessed
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Fi6. 10. Comparison of the group speed (solid line) of the con-
vection—frictional convergence feedback mode with the phase speed
(dashed line) of individual precipitation cells for differing boundary-
layer depth. The thickest, medium, and thinnest lines correspond to
Pp. = 875, 900, and 950 hPa, respectively.

from the movement of the maximum precipitation rate
is about 17 m s, about 3 m s ~! slower than the moist
gravity wave speed of 20 m s ! (for SST = 29°C and
P. = 900 mb). This energy propagation speed is close
to that of the wave packet generated by a steady bound-
ary layer. When a linear heating scheme is adopted in
the numerical experiment the wave dispersion remains
visible (figure not shown). It is concluded that neither
the conditional heating nor the local acceleration of the
boundary-layer flow is an essential cause of dispersion.

It is the coupling between the equatorial Kelvin wave
and the long Rossby wave with the gravest meridional
structure via frictional convergence that creates the dis-
persive eastward-propagating wave packet. To dem-
onstrate this, it suffices to consider the simplest version
of the present model in which the heating is linear;
evaporation is omitted; the boundary layer is steady;
and the parameter / = 1. Equations (2.4a—¢) can then
be reduced to a single equation for geopotential. A lin-
ear instability problem can be readily formulated and
the growth rate and frequency of the normal modes can
be obtained by matrix methods or using a truncated
Weber function expansion. The results show that the
frequency of the unstable mode indeed varies with
wavenumber. For wavenumber one with the gravest

-1

meridional structure the group speed is —1.5 ms™,
meaning that the group speed is 1.5 m s westward
relative to the free atmospheric moist internal gravity
waves (in this case the internal gravity wave speed is
zero because I = 1). This is in qualitative agreement
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with the results shown in Fig. 5, confirming that the
dispersion is a result of the coupling between moist
Kelvin and Rossby waves due to the heating produced
by boundary-layer moisture convergence.

8. Conclusions and discussion

Observations have firmly established that organized
cumulus convection in the tropics (e.g., cloud cluster,
tropical cyclone, monsoon depression, easterly wave,
intraseasonal system, and intertropical convergence
zone) tend to concur with boundary-layer moisture
convergence. Boundary-layer flows interacting with
free tropospheric circulations and underlying SSTs, are
essential for coupling convective heating with equato-
rial dynamics. In this paper we attempted to elucidate
the roles of convective interaction with tropical bound-
ary-layer dynamics in the dynamics of tropical intra-
seasonal systems (TISs).

This mechanism is an extension of the Ooyama
(1964) and Charney and Eliassen (1964) CISK idea.
It differs from original CISK in two aspects. First, the
CISK deals with quasigeostrophic boundary-layer dy-
namics in an f plane, whereas the present model deals
with boundary-layer dynamics in an equatorial beta
plane. Section 6a elaborates this difference. Second, the
CISK deals with a balanced vortex without invoking
free modes of the atmosphere, whereas the present
model deals with equatorial waves, the Rossby wave
generated by the beta effect and Kelvin waves gener-
ated by the effects of buoyancy and the dynamic effect
of the equator. Section S discusses the interaction be-
tween those waves and heating.

We have shown that convective interaction with
tropical boundary-layer dynamics may result in unsta-
ble disturbances, which have distinctive characteristics
from those of wave—CISK or evaporation—wind feed-
back modes in the absence of basic flows. The CFC
feedback is responsible for the following features of
the instability. First, it generates a low-frequency in-
stability with a characteristic growth (or decay) rate of
O(107°s™1), in contrast to a typical synoptical-scale
instability of inviscid wave—CISK or evaporation—
wind feedback modes. Second, the boundary-layer
convergence associated with equatorial westerly surge
and off-equatorial pressure trough organizes moisture
supply to develop a convective complex; the heating
released in the complex in turn couples equatorial Kel-
vin and long Rossby waves, forming a multiscale dis-
persive wave packet. The wave packet propagates east-
ward with a group speed that is smaller than the moist
Kelvin wave speed. Finally, a transient, boundary layer
favors large-scale organization of equatorial convec-
tion and planetary-scale instability.

The intensity of TIS as measured by OLR anomalies
often doubles within one to two pentads over the central
equatorial Indian Ocean and the western Pacific (Wang
and Rui 1990a), implying that TIS can be regarded as
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a low-frequency unstable mode compared to synoptic-
scale instability. The maritime continent and central Pa-
cific are regions of decay. The slow instability and its
spatial variation have not been properly addressed in
the previous theoretical models. The unstable mode re-
sulting from CFC feedback has a typical growth rate
on an order of 107% s ™', which increases with increas-
ing SST for a given boundary-layer depth (Fig. 2). The
preferred development over warm water of the Indian
and western Pacific Oceans may be viewed as a man-
ifestation of favorable low-frequency instability of the
moist tropical atmosphere. The disintegration of con-
vection anomalies in the eastern central Pacific results
from lack of instability due to the underlying cool
ocean surface. The longitudinal variation of SST thus
creates a sharp contrast in the strength of intraseasonal
variations between the eastern and western hemi-
spheres (Knutson et al. 1986). The cause of the weak-
ening over the Indonesian Archipelago, however, re-
mains poorly understood. A plausible hypothesis is that
intense diurnal variation and synoptic-scale distur-
bances constantly tap moist static energy, effectively
reducing the energy source available for the low-fre-
quency development. The large surface friction over
the islands may be another factor causing TIS to decay.

The slow propagation of the eastward-moving TIS
is a result of heating effects. The heating may slow
down eastward movement through two mechanisms:
reduction in static stability and generation of a disper-
sive wave packet through the coupling of moist equa-
torial Kelvin and Rossby waves. The latter results in a
slow group velocity for the disturbance and represents
a new mechanism revealed by the present model.

Observations have shown that convective anomalies
tend to be accompanied by surface equatorial westerly
surges (Nitta and Motoki 1987) and the boundary-layer
convergence anomalies tend to lead convective (neg-
ative OLR) anomalies (Hendon and Salby 1994; Salby
and Hendon 1994). The vertical structure of the 30—
60 day mode simulated by GCM also shows the strong-
est upward motion in the middle troposphere lagging
boundary-layer moisture convergence (e.g., Lau and
Lau 1986). These observed and GCM-simulated fea-
tures are difficult to reproduce in simple theoretical
models. Some qualitative agreement seen in the present
model can be explained by boundary-layer dynamics
(section 6).

The horizontal circulation of TIS appears to be char-
acterized by a coupling between equatorial upper-tro-
pospheric easterlies (westerlies ) with twin anticyclones
(cyclones) residing on each side of the equator (Knut-
son and Weickmann 1987; Murakami 1988; Rui and
Wang 1990). This structure was qualitatively repro-
duced, though in a somewhat idealized fashion.

Although the circulation anomaly of TIS exhibits a
global zonal scale, the cloud (OLR) anomaly is con-
centrated in an area with a zonal scale of a few thousand
kilometers. The wet—dry asymmetry, namely, the con-
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trast between the global-scale circulation and the con-
centrated region of convective complex, is ascribed to
the effect of nonlinearity associated with conditional
heating. The fast-propagating dry waves outside the
wet region carry energy away, maintaining a global
scale of the disturbance under the restriction of the fi-
niteness of the earth’s geometry.

Within the wet region, the cloud mass exhibits a mul-
ticell structure (see, for example, Figs. 4—6 of Mura-
kami et al. 1984; Nakazawa 1988). Although the
global-scale circulation, large-scale convective com-
plex, and synoptic-scale precipitation cells of the
unstable wave packet described by Fig. 5 bear some
similarity to the observed multiscale structure of the
intraseasonal oscillation, the model can not simulate the
westward propagating cloud cluster—scale cells. In ad-
dition, the multiscale structure is not unique to CFC
feedback mechanism. Lau et al. (1989) reproduced
similar multiscale structure using their five-level nu-
merical model.

The present model has assumed a uniform SST dis-
tribution and a resting basic tropical atmosphere. It also
neglected the barotropic mode in the free troposphere
and the advective nonlinearity. These assumptions have
effectively simplified the problem and allow us to focus
on the basic dynamics of the unstable mode resulting
from convection—frictional convergence feedback. The
effects of basic tropical circulations and the annual
variation of SST, as well as the roles of nonlinear ad-
vection of momentum and heat and the interaction be-
tween the baroclinic and barotropic mode, are currently
under investigation and will be reported later.
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