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Abstract

The earth system model of intermediate complexity ECBilt-CLIO has been used for transient simulations of the last deglaciation and the Holocene. The forcing effects of the ice sheets, greenhouse gas concentrations and orbital configurations are prescribed as time-varying boundary conditions. In this study two key aspects of the transient simulations are investigated, which are of broader relevance for long-term transient paleoclimate modeling: the effect of using accelerated boundary conditions and of uncertainties in the initial state. Simulations with nonaccelerated boundary conditions and an acceleration factor 10 were integrated. These simulations show that the acceleration can have a significant impact on the local climate history. In the outcropping regions of the high southern latitudes and the convective regions in the North Atlantic, the acceleration leads to damped and delayed temperature response to the boundary conditions. Furthermore, uncertainties in the initial state can strongly bias the climate trajectories in these areas over 500–700 model years. The affected
oceanic regions are connected to the large heat capacities of the interior ocean, which cause a strong delay in the response to the forcing. Despite the shown difficulties with the acceleration technique, the accelerated simulations still reproduce the large-scale trend pattern of air temperatures during the Holocene from previous simulations with different models. The accelerated transient model simulation is compared with existing proxy time series at specific sites. The simulation results are in good agreement with those paleo-proxies. It is shown that the transient simulations provide valuable insight into whether seasonal or annual signals are recorded in paleo-proxies.
1. Introduction

The last deglaciation and the transition from highly variable glacial conditions into a relatively stable warm Holocene climate were partly driven by the external forcing of the incoming solar radiation, the atmospheric greenhouse gas (GHG) concentrations and complex interactions among the different components of the climate system. During the last glacial maximum (≈22–18 ka BP, hereafter LGM), the continental ice-sheets reached their maximum volume (Peltier 1994; Mix et al. 2001) while atmospheric greenhouse gas concentrations of Carbon Dioxide CO₂, Methane CH₄, Nitrous Oxide N₂O dropped to minimum values (see for example Sowers and Bender 1995; Brook et al. 1996; Sowers et al. 2003; Indermühle et al. 1999; Smith et al. 1999). The orbital configuration during the LGM leads to relatively weak changes in the annual mean insolation but anomalies of about -10 Wm⁻² prevailed during the boreal summer in high northern latitudes compared with the present-day insolation. The orbital forcing has undergone strong gradual changes throughout the last ≈18 ka with peak anomalies in seasonal insolations during the early Holocene (12–8 ka BP). The deglaciation process, as it is has been captured by numerous northern hemispheric paleoclimate proxies (e.g. COHMAP Members 1988; GRIP Members 1993; Grootes et al. 1993; Kienast et al. 2001;
Wang et al. 2001; Sinha et al. 2005; Kiefer and Kienast 2005), is characterized by millennial-scale warming and cooling events (such as the Bølling-Ålterød (≈ 14,700–13,500 BP, hereafter BA) and the Younger Dryas (≈ 13,500–11,500 BP, hereafter YD)) superimposed on a gradual warming. Millennial-scale variability during the termination and during Marine Isotope Stage 3 exhibited rapid transitions from cold to warm conditions, which happened within just a few decades (Sowers and Bender 1995; Stocker 1998; Alley 2000), whereas the cooling trends associated with millennial variability occurred on time scales of centuries and millennia. These findings have prompted the question as to how much the mechanisms involved in generating millennial-scale variability have contributed also to the triggering of the glacial-interglacial transition and vice versa (Broecker 1998, 2003). A first step towards disentangling the complicated interplay between different physical processes during the last glacial termination is to understand the response of the climate system to slow external forcing associated with orbitally-driven insolation changes, greenhouse gas anomalies and the reduction of the area covered by large glacial continental ice sheets.

Fundamental break-throughs in understanding the climate evolution of the last 21 ka have been achieved by the analysis of ice core proxies from Greenland (GISP2, GRIP, NGRIP) and Antarctica (e.g. Vostok, Taylor Dome, EPICA), as
well as from sediment cores from subtropical and tropical regions such as the western tropical Pacific, Cocos Ridge or the Cariaco Basin (Sowers and Bender 1995; Mayewski et al. 1996; Taylor et al. 1997; Rühlemann et al. 1999; Lea et al. 2003; Smith et al. 1999; NGRIP Members 2004). The interpretation of these proxies is however complicated by dating uncertainties and the complex seasonal dependences of e.g. oxygen isotope signals (Gildor and Ghil 2002; Delaygue et al. 2000; Werner et al. 2000). Moreover, lead-lag relationships in paleo-records may also depend strongly on the time scales under consideration (Morgan et al. 2002; Waelbroeck et al. 2001; Broecker 2003; Wunsch 2003). For example, the Northern and Southern Hemispheres show in-phase warming trends on orbital time scales but most Antarctic ice cores suggest that millennial-scale variability associated with Heinrich events has a seesaw-like character (Blunier et al. 1997; Stocker 1998; Blunier et al. 1998; Knutti et al. 2004) with out-of-phase temperature trends in the northern and southern hemispheres. These difficulties have prevented a complete understanding of the physical processes involved and the forcing factors in the last glacial termination.

In order to get a deeper insight into the underlying dynamical processes of glacial-interglacial and stadial-interstadial transitions, numerical simulations of the glacial climate system have to be conducted. While some dynamical insight into the
climate response to different forcing can be gained from time-slice experiments using constant boundary conditions (Kutzbach and Otto-Bliesner 1982; Broccoli and Manabe 1987; Kutzbach and Liu 1997; Joussaume et al. 1999; Pinot et al. 1999; Hostetler and Mix 1999; Shin et al. 2003; Kim et al. 2003; Timmermann et al. 2004; Peltier and Solheim 2004; Renssen et al. 2004; Otto-Bliesner et al. 2006), the nonequilibrated (transient) climate trajectories are difficult to realize. Ultimately, the problem of the last glacial termination has to be targeted with transient simulations, which take into account the temporal evolution of the boundary conditions and the different climatic response time scales. A major difficulty of the transient modeling approach is that present GCM models require too large computational resources. So-called acceleration techniques have been developed (Jackson and Broccoli 2003; Lorenz and Lohmann 2004; Liu et al. 2004; Lunt et al. 2006) to overcome this problem. As will be shown here with an Earth System Model of Intermediate Complexity (EMIC), transient accelerated paleo-simulations can be biased by two effects: First, uncertainties in the initial state can produce significantly different climate trajectories. The severity of this error depends on the acceleration and the prescribed boundary conditions. Second, the response of the climate system to the transient boundary conditions can be distorted if the response time of the system is of the same order as the dominant
forcing time scale.

The transient paleoclimate modeling strategy has only recently been introduced to more comprehensive climate models which include at least one three-dimensional component (e.g. Claussen et al. 1999; Crucifix et al. 2002; Lorenz and Lohmann 2004; Lorenz et al. 2006; Felis et al. 2004; Liu et al. 2004; Renssen et al. 2005b; Charbit et al. 2005; Lunt et al. 2006; Marsh et al. 2006). The transient simulations start from an appropriate initial state and are forced with time-varying boundary conditions. Ultimately, for the glacial-interglacial problem, models have to resolve the biogeochemical processes involved in the carbon cycle as well as ice-sheet variations, and the astronomical forcing enters as a necessary external boundary condition. Climate models with less climate components included have to specify some other boundary conditions such as the ice-sheet orographic and thermodynamic changes, greenhouse gas concentrations and sea level.

Here, the fully coupled 3-dimensional atmosphere-ocean sea-ice model ECBilt-CLIO (version 3) (Opsteegh et al. 1998; Goosse and Fichefet 1999; Renssen et al. 2005b) is used for the transient simulations of the last 21,000 years. This model simulates the atmosphere, ocean and sea-ice components of the climate system and will be described in section 2. It has a simplified representation of atmospheric dynamics and diabatic processes, which makes it computationally efficient. The
model lacks feedback processes in the carbon-cycle, vegetation and terrestrial ice-sheets. The future development of ECBilt-CLIO will include these subsystems. 

We have performed transients simulation with changing ice-sheets, GHG concentrations and orbital parameters in which we employ the acceleration technique of Lorenz and Lohmann (2004). As will be described in section 2 in more detail, using an acceleration factor 10 compresses the 21,000 years of forcing history into 2,100 years. The acceleration technique has only been applied in a few GCM studies yet, where the deep ocean adjustment was not considered explicitly (Felis et al. 2004; Lorenz et al. 2006). However, over a full glacial-interglacial climate transition, the deep ocean processes play a crucial role in the climate response, as indicated in the recent work of Lunt et al. (2006), who studied similar aspects with the GENIE-1 model over the last 30,000 years. Therefore, a nonaccelerated run has been simulated to quantify the effects of accelerated boundary conditions. Furthermore, it is analyzed the effect of the initial state choice on the climate trajectory under the accelerated boundary forcing.

The paper is organized as followed below. Section 2 describes the model and the setup of the integrations. The temporal evolution of the climate is described in

section 3. In the same section, the role of the initial state for the climate trajectory of the accelerated simulation is investigated. Further, the effect of the accelerated boundary conditions on the temperature evolution is studied. Section 4 presents a comparison of the simulated Holocene climate trends with two previous transient simulations. A selection of well-dated, high-resolution proxy time series is compared with the model results over the full 21,000 yr range. A summary and conclusion is given in section 6.

2. Model and simulation description

2a. The model: ECBilt-CLIO

The climate response to time-varying glacial-interglacial boundary conditions is studied with a set of experiments using the ECBilt-CLIO model (version 3). The global atmospheric model is based on a quasigeostrophic adiabatic core with T21 resolution and three vertical layers. Ageostrophic forcing terms are diagnosed from the vertical motion field and added to the prognostic vorticity equation and the thermodynamic equation, which improves the Hadley circulation (Opsteegh et al. 1998). A set of physical parameterizations of diabatic processes (radiative
fluxes, sensible and latent heat fluxes) is included. The diabatic heating is incorporated in the thermodynamic equation. The radiation is a partly linearized code with respect to present day conditions. The seasonally and spatially varying cloud cover climatology is prescribed in the model. The ocean model CLIO is a three-dimensional primitive equation model on z-coordinates with a free surface. It is coupled to a thermodynamic-dynamic sea ice model. The resolution is $3^\circ \times 3^\circ$ on a partly rotated grid in the North Atlantic and 20 vertical unevenly spaced levels. Vertical mixing, mixing along isopycnals, the effect of mesoscale eddies on transports and mixing, and downsloping currents at the bottom of continental slopes are parameterized. In our simulations the effect of glacial interglacial sea level changes on the bathymetry and on the seawater salinity is neglected. The Bering Strait is closed in the simulations. The closed Bering Strait inhibits the net freshwater transport from the fresher Pacific into the Arctic and saltier North Atlantic (Goosse et al. 1997; Hu and Meehl 2005). A saltier North Atlantic enhances the convective activity and favors a stronger AMOC in our simulations.

The three components of ECBilt-CLIO are coupled by exchange of momentum, heat, freshwater. The hydrological cycle is closed over land by a bucket model for soil moisture, and river runoff into the ocean. The model is virtually free of flux correction. Only a small correction in the freshwater flux is prescribed,
which corrects the excessive precipitation over the North Atlantic and Arctic. The artificial reduction of the freshwater flux over the Atlantic is compensated by an artificial increase in precipitation over the North Pacific. Although, the fluxes are relatively small compared to the fluxes of precipitation minus evaporation, this additional evaporation in the North Atlantic/Arctic could affect the convection and lead to a more vigorous deep water production in the North Atlantic sector throughout our transient simulation.

ECBilt-CLIO has been applied in many climate studies of the past, present, and future (Goosse and Fichefet 1999; Renssen et al. 2001; Timmermann et al. 2004; Justino et al. 2005; Renssen et al. 2005a; Petoukhov et al. 2005). In the present study, the sensitivity to changes in CO$_2$ concentration has been increased in the model because ECBilt-CLIO’s climate sensitivity is in the lower range compared to state-of-the-art coupled GCM models (Renssen et al. 2005b). In the longwave radiation code the effect of CO$_2$ is parameterized as

$$\text{LWR} = \alpha \, a(\lambda, \phi, p, t_{season}) \log \left[ \frac{\text{CO}_2(t)}{\text{CO}_2(t_0)} \right],$$  \hspace{1cm} (1)

with present day concentration $\text{CO}_2(t_0) = 356$ppmv. The transfer coefficient $a$ is a function of longitude, latitude, height and season. Here, a factor of $\alpha = 2$
is used to scale the transfer coefficient. A test with prescribed concentration of CO$_2$ = 700ppmv and one control experiment (CO$_2$ = 280ppmv) resulted in a global 2m temperature change of 2.5 degree C after $\approx$ 100 model years. Note that the spatial response pattern was stable. The global 2m air temperature response with the standard LWR code was only about 1.5 degree C (see Fig. 1). A potential danger of this tuning is given because not only the CO$_2$ concentration is modified during the integration but also the albedo, topography and the orbital parameters. The factor $\alpha$ was introduced to compensate for the underrepresented CO$_2$ climate feedbacks in ECBilt-CLIO. It must be expected that the global climate sensitivity to the other forcings is also too weak. Hence, in the model with the increased CO$_2$ sensitivity the climate response will be disproportionate. To estimate the effect, the accelerated simulations are conducted with both the standard parameterization $\alpha = 1$ and $\alpha = 2$. However, the effect of the acceleration is studied with the higher CO$_2$ sensitivity, which mainly results in a cooler LGM climate.

2b. Time-dependent boundary conditions

Five different boundary conditions are implemented to simulate the climate of the last 21,000 years. Their partial contributions to the total climate forcing are
changing with time. During the LGM until the onset of the Holocene, the northern hemisphere ice sheets induce important constraints on the mechanical and diabatic forcing in the northern hemisphere atmosphere, whereas GHG concentrations and the orbital configuration control the southern high latitudes. After the retreat of large inland ice sheets, greenhouse gases and orbital forcing are almost equally important in both hemispheres.

The topography reconstructions ICE4G (Peltier 1994) are used in a manner as previously applied in LGM simulations of Timmermann et al. (2004) and Justino et al. (2005). The time-dependent topographic ICE4G anomalies with respect to present day were interpolated onto the model grid and added to the standard model topography. Here, we removed the east Siberian ice-sheet, which does not exist in the ICE5G (Peltier 2004) version. Minor corrections were made over the Antarctic region to fit the unchanged present day land-sea mask of the ocean model. The largest anomalies occurred during the LGM (see Fig. 2). Albedo changes followed the height anomalies and regions with anomalies larger than 300 m were assumed to have an albedo of 0.8 (i.e. similar reflectance as the modern Greenland ice shield). Additionally, the vegetation (i.e. forest fraction) mask in ECBilt-CLIO was modified in those regions, assuming vegetation-free surfaces. We are aware that different ice-sheet orography reconstructions have a
strong influence on the climate response in the northern hemisphere (Justino et al. 2005).

The greenhouse gas (GHG) forcing is prescribed during the transient model simulation. It includes changes in the CO$_2$, CH$_4$, and N$_2$O concentrations (see Fig. 3). Concentration values were estimated from Antarctica ice core Taylor Dome (Indermühle et al. 1999; Smith et al. 1999). The high-resolution record of the Holocene was spliced with the lower sampled record of the LGM/transition period. The Holocene data are aligned to the GISP2 time scale before 11 ka BP and to air gas age before. CH$_4$ and N$_2$O were measured in samples from the GISP2 ice core (Brook et al. 1996; Sowers et al. 2003). The most relevant greenhouse gas changes are associated with CO$_2$, which correspond to an estimated radiative forcing of about -2 Wm$^{-2}$ during the LGM (compared to -0.22 Wm$^{-2}$ and -0.25 Wm$^{-2}$ for CH$_4$ and N$_2$O, respectively).

The orbital forcing was calculated as a function of time and latitude using the algorithm of Berger (1978). The atmospheric model calculates daily averaged insolation values in the shortwave radiation scheme. As depicted in Fig. 4 the resulting anomalies in the incoming solar insolation have a latitudinal and seasonal dependence. For example, the trends in JJA and DJF are anticorrelated over the Holocene. As explained later, this can lead to distinct temperature trend pattern.
2c. Acceleration technique

The time-varying boundary conditions over the last 21,000 years are compressed into a 2,100 yr integration. In this ‘accelerated’ integration, orbital forcing periods are compressed by a factor of 10. For example, the dominant precessional cycle periods at $\approx 21,000$ yr in the orbital forcing are transformed into 2,100 yr periods. The above mentioned time-dependent boundary conditions were prescribed to the model in two different ways. The orbital parameters were updated every model year during the integration, thus providing a gradual change. The greenhouse gas concentrations and the topographically related forcings were updated every 100 model years. Starting with the LGM conditions 21,000 BP the model was integrated over 100 model years with constant ice-sheet forcing and constant greenhouse gas concentrations. After 100 years the boundary conditions were changed to 20,000 BP condition and so forth (‘quasi-transient’).

2d. Initialization of the simulations

In previous studies (Lorenz and Lohmann 2004; Lorenz et al. 2006) the transient simulations were started from preindustrial control simulations. Since their focus
was on surface quantities during the Holocene, the authors considered the long-term variability of deep ocean processes as negligible. Therefore, only a few years (20 yrs) of their simulation were considered as an adjustment process. In this study, it will be shown that the low-frequency variability of the inner ocean can strongly depend on the initial state, which in turn also affects the high latitude SSTs. Two 2,000 yr long integrations were performed to obtain equilibrium states that served as initial conditions for the transient simulations. The first run was a preindustrial control simulation (CTR) with preindustrial GHG concentrations (see Tab. 1) and present day orbital configuration. The topography, land albedo and forest fraction were set to present day values.

The second simulation (LGM2) uses the LGM settings in the orbital parameters, and GHG forcing as observed during the LGM period (Fig 3). Topographic anomalies and subsequent albedo and forest fraction changes were adjusted according to the LGM ice-sheet conditions. (see Fig. 2).

The main surface climate response to these boundary conditions are shown in Fig. 5. It can be seen that largest surface temperature differences are observed over the polar regions in both hemispheres. The LGM cooling over the Northern continents is primarily driven by the strong orographic and albedo forcing. Over the southern oceans the relative importance of the GHG and orbital forcing is in-
creased and magnified by the sea-ice-albedo feedback (Justino 2004). The sea-ice extension is significantly larger in the LGM than under preindustrial conditions. Annual mean sea-ice thickness of 0.1 m is observed in the North Atlantic as low as 45°N in the western parts. In the southern oceans the 0.1 m annual mean ice thickness is shifted from the Antarctic continental margins to 45°S in the eastern hemisphere. During the LGM snow layers of more than 0.1 m (annual average depth) cover North America and Scandinavia, mainly over the imposed ice-sheet regions. Parts of Siberia and the Tibetan plateau show extended snow coverage. The increased sea-ice and snow amounts and their spatial extension are important factors that can lead to slow adjustment processes in the transient forcing simulation. Furthermore, large cooling over wide areas of the southern ocean and the Atlantic indicate huge differences in the heat content of the upper ocean layers. The cooler waters have also spread into the deeper oceans, as can be seen in Fig. 6.

The zonal mean zonal windstress patterns in Fig. 6 remain relatively constant compared between LGM and CTR. The typical subduction regions in the high latitudes (≈ 45°S and 40°N) pump anomalous cold water into the upper 700 m. The temperature anomalies in the deep ocean are the result of colder LGM surface waters entering the deep ocean in the convection regions. Meridional overturning
and isopycnal mixing spread the temperature anomalies equatorward.

The MOC in the Atlantic is slightly increased during the LGM compared to the preindustrial state (Fig.7). This is at odds with the LGM simulation of Kim et al. (2003) and paleo-proxies of the MOC circulation (Rühlemann et al. 1999; Schmidt et al. 2004; McManus et al. 2004), but agree with recent time-slice experiments of Kitoh et al. (2001); Hewitt et al. (2001) (see Tab. 2).

One accelerated transient simulation (SIM2) was initialized with a climate state from the last year in the 2,000 yr CTR simulation. A second accelerated simulation (SIM2b) continued from the last year in the LGM2 simulation. SIM1b is the same simulation as SIM2b except it is using the default CO$_2$ sensitivity and it starts from the last year of the LGM simulation with $\alpha = 1$ (LGM1). Note that exactly the same boundary conditions were prescribed for SIM2, SIM2b, SIM1b. Last, a nonaccelerated simulation (SIM2bl) was started from the LGM2 state using $\alpha = 2$. 

[Table 1 about here.]
3. Effects of the initial state and acceleration on the climate simulation

The comparison between the LGM and CTR equilibrium, which was studied with ECBilt-CLIO in detail by Timmermann et al. (2004), Justino (2004), Justino et al. (2005), mark the start and end points of the transient climate trajectory. Here we will concentrate on the temporal characteristics of this glacial-interglacial transition under prescribed changes in the external forcings. A serious concern of simulations with time-dependent boundary conditions is the proper initialization of the coupled model (Stouffer et al. 2004). Uncertainties in the initial climate state can significantly bias the climate trajectory. For practical applications of the acceleration technique, it is important to analyze how long the initial state has a dominant control on the simulated climate trajectory. We therefore will estimate this effect for the accelerated simulation in near surface and deep ocean temperatures. We started the transient glacial-interglacial simulations from both an unrealistic preindustrial climate state (SIM2) and an LGM equilibrium (SIM2b) state. It is noteworthy that the uncertainty of the initial state is twofold. First, there is the uncertainty of the instantaneous state and second, it is not exactly known how close the ocean was in equilibrium with boundary conditions at the initial time.
With the choice of the preindustrial state in SIM2 a conservative estimate of the latter uncertainty is taken into account.

The large heat capacity of the ocean and the long mixing time scales in the interior ocean cause a slow intrusion of surface anomalies into the deeper ocean layers. In the case of accelerated forcing we have to expect phase delays and an underestimation of vertical propagation of temperature (or salinity) anomalies. The external forcing prescribed in the simulations induces surface heat flux anomalies. Whereas low frequency forcing signals are penetrating into the deep ocean, the anomalies are highly damped on time scales shorter than the diffusive time scale. Furthermore, the relative phase delay is depending on the forcing period. This effect can be illustrated in a simple one-dimensional model for the globally averaged vertical ocean temperature profile (see Appendix). The forcing period and diffusion determines how the periodic forcing at the surface is penetrating into the deeper oceans. A low frequency signal is less damped and a smaller phase shift is observed compared with the accelerated, shorter forcing period. The effect of the accelerated boundary conditions on the climate evolution will be estimated from direct comparison between the accelerated (SIM2b) and the nonaccelerated simulation (SIM2bl).

In this section, we analyze the atmospheric and oceanic response in different re-
regions. The comparison among the simulations will help to identify regions where the acceleration and the initialization exert the strongest influence on the temporal characteristics of the climate trajectory.

3a. *Free atmosphere*

Topographic and diabatic forcing are sources for the generation of planetary waves in the extratropical atmosphere (Hoskins and Karoly 1981; Plumb 1985; Rind 1987; Ringler and Cook 1997; Justino et al. 2005). Despite the low vertical resolution of the atmospheric model (three layers), the simulated midlatitudinal stationary pattern shows reasonable responses to the LGM boundary conditions in terms of the amplitude (Fig. 8). The stationary waves are qualitatively comparable with the results of (Broccoli and Manabe 1987) and Cook and Held (1988), who have shown that the linear quasigeostrophic response to mechanical topographic forcing is dominating the stationary wave pattern. Upstream of the Laurentide ice-shield (LIS) the blocking anticyclone is reinforced by the large topographic barrier. Over and downstream of the ice-sheet the geopotential height of the 500 hPa layer is reduced.

We studied the variations of the boreal winter 500 hPa geopotential height in re-
sponse to the time-dependent boundary conditions. The geopotential height fields of SIM2, SIM2b, SIM2bl were decomposed by the EOF analysis over the Northern Hemisphere and the entire simulation time. A latitudinal variance rescaling factor \(1 - \cos(\phi)\) was applied in order to compensate for the increasing grid point density towards the pole. Note, that we have not removed the zonally symmetric variations prior to the analysis. Therefore, the EOF modes might not show the stationary (on time scales smaller than orbital time scales) wave pattern in a strict sense of their definition. The resulting EOFs can show zonally symmetric structures. The results support the idea of the mainly linear response to topographic changes, though other factors (i.e. changes in the zonal mean zonal wind, diabatic forcing) might project onto the dominant modes of variability.

The first EOF pattern of SIM2b in Fig. 9 resembles the negative phase of the Pacific-North-America (PNA) pattern and explains 45% of the total variance. The second mode shows the characteristics of a dipole pattern in the North Atlantic region. It explains considerable less of the total variability (10%). This pattern exhibits some resemblance to the Arctic Oscillation/North Atlantic Oscillation (Hurrell 1995; Thompson and Wallace 2001). But the observed AO/NAO structure and the modeled variability are different with respect to their position in the mean background flow (Selten et al. 1999) and one should not overemphasize the
importance of second EOF as a mode of the AO/NAO. However, the projection of the 500 hPa anomalies onto the second EOF pattern shows that the locally explained variance is high (40–50%) in the centers of the dipole [not shown].

The corresponding times series for mode one (Principal Component, PC) captures a transition from a negative PNA during the LGM to more positive PNA around 11 ka BP. The Aleutian Low deepens and slightly extends eastwards with the decreasing topographic barrier over North America. The anticyclonic circulation over (and off) northwestern Canada weakens with decreasing forcing of the ice-sheets. The largest change is centered between 14 and 11 ka BP and coincides with the time of the large decreases in the ice-sheet heights over North America. The results presented here for SIM2b are almost identical with the results of SIM2 and SIM2bl (see Fig. 9b). The spin-up effect resulting from the initial conditions has only a marginal influence on the temporal evolution during the first 300 model years in SIM2. The acceleration does not affect the timing of the major transition from a glacial to warm climate state. The spatial structure of the modes remains largely unaffected by the initial state and the acceleration [not shown].

The strong topographic and diabatic forcing of the North American ice-sheet controls the stationary wave pattern in the northern hemisphere. Justino (2004) and Justino et al. (2005) have demonstrated that the topographic barrier generates the
strongest forcing on the quasigeostrophic flow. In those studies the ice-sheet related albedo changes and the GHG forcing played a secondary role for the stationary wave field. However, the increased sensitivity to CO$_2$ forcing in our model and the transient changes in the orbital forcing can have a strong effect on the meridional temperature gradient, which in turn modifies the thermal wind balance. A change in the zonal mean flow has been noticed to play a crucial role in the propagation of the wave train (Cook and Held 1988). The time-space structure of the second EOF represents a shift of the stationary wave pattern. This shift is probably induced by the combined effects of diabatic and orographic forcing factors.

In summary, the atmospheric circulation is mainly controlled by the boundary condition imposed by the topographic height anomalies of the ice-sheets. The large-scale features in the 500 hPa geopotential heights are in agreement with linear theory of mechanical forcing for quasigeostrophic flow. However, strong model dependence must be assumed to control the details of the transient response (Gladstone et al. 2005). The initial state has a weak influence on the temporal evolution of circulation pattern in the high latitudes over the first 300 model years. No shifts in the timing of the major dynamical reorganization is introduced by the acceleration technique.
3b. Surface climate

Over the first 300 model years (representing 21–18 ka BP in the accelerated runs) the boundary conditions are fairly constant in the transient runs. Therefore, SIM2, which starts from preindustrial conditions, shows a similar adjustment process like in the LGM spin-up period. SIM2b remains in its LGM climate state during this time. This is clearly seen for example in the time series of zonally averaged 2m air temperatures. It is evident from Fig. 10 that the initial conditions lead to quite different time series. Even without using statistical objective measures of the offset and covariability between the time series of SIM2 and SIM2b, Fig. 10 highlights that the adjustment process following the preindustrial initial state shows geographical and seasonal dependence. The time until the trajectories of SIM2/SIM2b converge (adjustment time) can be estimated from the difference between temperatures in SIM2 and SIM2b.

Over the northern hemisphere at 60°N the adjustment time extends over the period 21–14 ka BP in DJF, which is about 700 model years. However, the temporal evolution exhibit similar secular changes already after 18 ka BP. In the boreal summer season (JJA) the absolute differences are relatively small and the temporal evolutions are indistinguishable after 18 ka BP. In the equatorial region the
larger fraction of the surface is covered by the ocean and the larger heat capacity increases the adjustment time to 800–900 model years (≈ 13–12 ka BP). But the transient characteristics (secular changes) start to show similar evolutions much earlier at about 17–16 ka BP. Over the maritime belt at 60° S, the adjustment time is considerably longer. It is further obvious that the amplitudes of the initial differences are larger than the anomalies induced by the transient boundary forcing. Note that systematic differences remain over the entire simulation. This clearly demonstrates that oceanic thermo-/dynamics and sea-ice feedbacks with longer response times are involved. In the critical areas of the high southern latitudes the temporal changes show identical signals from 14 ka BP onwards. The nonaccelerated simulation SIM2bl shows generally a small positive bias compared to SIM2b except for the high southern latitudes where the differences are large enough to distort the temporal character of the deglaciation and the Holocene. The CO₂ sensitivity primarily reduces the zonal mean temperatures during the LGM and the deglaciation. However, important local differences exist between SIM2b and SIM1b during the Holocene as will be shown in Section 4a.

It can be concluded that the choice of the initial state does not significantly affect the accelerated evolution of near surface temperatures after ≈17 ka BP in most areas. Exceptions are the high latitude ocean regions near the sea-ice margins
and the southern ocean. These areas are also most influenced by the acceleration technique. The longest adjustment times are observed in regions, where the intermediate and deep waters are formed in the model. As we will show in the next section, the deep ocean has similar adjustment times.

3c. Global ocean temperatures

The comparison of the equilibrium ocean state (Fig. 6) highlighted large differences in the heat content of the global ocean between LGM and CTR. Fig. 11 depicts the vertical structure of the adjustment process for the globally averaged annual mean temperatures for individual depths in the ocean. It is obvious that the continuation from a preindustrial initial state exposes the model to an abrupt change in the boundary conditions in SIM2. This forcing shock induces a slow adjustment process in the entire global ocean column.

Since both simulations (SIM2,SIM2b) converge to the same temperatures in the Holocene, the surface heat flux into the ocean must be larger in SIM2b. In fact, the early cooling phase in SIM2 requires a negative heat flux on global average. The additional heat loss is localized in the convective region in the northeastern North Atlantic [not shown]. This heat anomaly is effectively transported into the deeper
ocean, indicating that other processes than pure turbulent diffusive processes redistribute heat in the interior ocean. The MOC in the Atlantic increases drastically in SIM2 at the beginning of the integration (see below and Fig. 12). The increased overturning transports the cooled waters southwards and helps to redistribute heat in the ocean. The anomalous cooling (difference between SIM2 and SIM2b) at the ocean surface continues for about 400 model years (17 ka BP). In the depth layers of the intermediate and deep waters, the cooling process lasts for about 800 years. This is the same adjustment time as observed in the high latitudinal belt of the southern ocean and suggests that exchange of the water masses via ventilation and upwelling play an important role.

As we have already seen in the surface temperatures, the presence of a slow response time to surface flux anomalies implies that the acceleration technique will bias the response of the intermediate/deep water masses as well as surface waters. The nonaccelerated simulation SIM2bl supports the basic ideas of the 1-dimensional vertical diffusion model in the Appendix A. In the upper ocean layers the global mean temperature time series show a negative bias in the accelerated run SIM2b compared to SIM2bl. A tendency towards delayed adjustments to the changing boundary conditions is noticeable. The error increases with depth. In the inner ocean the temperature response is significantly delayed and slightly
damped.

\[3d. \textit{Meridional Overturning circulation}\]

The simulated mean Atlantic MOC is depicted in Fig. 7 for the CTR run and the LGM2 run. The maximum of the MOC in the CTR simulation is about 22 Sv which is somewhat higher than the present day estimate of 18 Sv (Talley et al. 2003). The LGM2 simulation averaged over the last 1,000 model years shows similar maximum circulation (max. 24 Sv) with deeper sinking in the high latitudes at 60°N. The inflow of dense Antarctic Bottom Water (AABW) into the North Atlantic is replaced by southward transports of North Atlantic Deep Water (NADW). This is at odds with most previous model simulations (see Tab. 2 for a summary). A deeper and stronger MOC is not supported by the present knowledge from paleoproxies (Bigg et al. 2000; Piotrowski et al. 2004). However, LeGrand and Wunsch (1995) and Wunsch (2003) pointed out that the paleoclimate evidence is an insufficient constraint for the strength and structure of the deep ocean circulation. Further, it is not clear whether meltwater pulses could have led to transitions between strong and weak overturning within the LGM time-window (Hewitt et al. 2004).
2006). Yet, the reasons for the stronger and deeper MOC in ECBilt-CLIO during the LGM have to be explored in more detail, as well as its effect on heat transport and the surface climate.

Figure 12 depicts the annually averaged maximum of the Atlantic MOC ($\psi_{A\text{max}}$) as a function of time. Note that the CTR simulation and the LGM2 simulation are shown together with SIM2, SIM2b and SIM2bl. A 51-point running mean was applied to remove the high frequency variability. A short and weak spin-up phase is observed in the CTR simulation. Under preindustrial conditions ECBILT/CLIO simulates an average of $\psi_{A\text{max}} = 25$ Sv $^2$. In the LGM2 simulation the fixed LGM boundary conditions exert a strong forcing that leads to a fast rapid spin-up of the Atlantic MOC. The maximum is reached after about 50 model years. Afterwards, an exponential decline of the overturning is observed. At the end of the 2,000 yr integration, almost the same level as in the CTR simulation is reached.

The temporal development of the MOC in SIM2 is very similar to LGM2 in the first few hundred model years, since both experience a similar forcing pulse at the beginning. The exponential decay in SIM2 is indistinguishable from LGM2 over the first 500 model years, since the boundary conditions did not considerably deviate from the LGM during that period. During that interval $\psi_{A\text{max}}$ of SIM2b is

\footnote{Note that these estimates are from instantaneous fields and slightly different from the ones shown in Fig. 7, which used post-processed model output.}
fairly constant. After 800 model years SIM2 and SIM2b show equivalent temporal variations in the strength of the MOC. A minimum Atlantic overturning is reached ($\psi_{Amax} \approx 17$ Sv) about 9 ka BP followed by an increase until 5 ka BP (23 Sv). Note that this is slightly below the value of the CTR equilibrium state. The timing of the minimum must be considered with some care in accelerated simulations, because the MOC is controlled by surface and interior ocean processes (Munk and Wunsch 1998; Seidov and Haupt 2005). The latter may cause an unrealistic phase relation due to the acceleration technique. The streamfunction in the nonaccelerated SIM2bl shows the same timing of the minimum at 9 ka BP. However, the accelerated SIM2b would be interpreted as a 'slow' recovery from 9 ka BP onwards, whereas in SIM2bl the minimum at 9 ka BP is less pronounced and the recovery appears 'fast'. Given the uncertainties in our modeling of the AMOC during the LGM, further studies are needed before the transient evolution can be interpreted in its details.
4. Comparison with other simulations and proxy data

4a. Holocene climate trends

The previous sections have demonstrated that the changes in the simulated Holocene climate are primarily driven by the transient boundary conditions. The effect of the initial state is negligible for most parts of the globe after $\approx 17$ ka BP. The simulated Holocene climate evolution can be directly compared with previous transient model simulations. Renssen et al. (2005b) (hereafter REN) studied the long-term changes in an updated version of ECBilt-CLIO. Their version of the model includes a fully coupled vegetation model. In the study of Lorenz et al. (2006) (hereafter LOR) the ECHO-G model was integrated applying an accelerated orbital forcing over the Holocene. We will compare their trend patterns with our results.

The global trend patterns of SIM2b, SIM2bl, SIM1b were estimated for the 2 m air temperatures and precipitation over the time 7,000 BP (early–mid Holocene) to 0 BP (preindustrial climate with $\text{CO}_2$ concentration of 280 ppm). In Fig. 13, the trends for the seasons December through February (DJF) and June through July (JJA) are presented. A general cooling trend of the order of 0.1-0.4 K/ka can be seen over the northern continental areas and the Arctic region in the boreal
summer season. The cooling is a response to the negative summer insolation trend that exceeds the GHG-induced warming trend. The comparison SIM2b and SIM2bl indicates that the warming trend over the North Atlantic is overestimated in the accelerated simulation. Part of this warming trend may be related to the positive trend in the Atlantic MOC (compare Fig. 12). Another effect is the thermal inertia of the ocean, which biases the trend estimates over the ocean in SIM2b. The trend over the southern ocean is clearly affected by the delayed ocean warming in SIM2b. The effect of the increased CO$_2$ sensitivity has a weak effect during the JJA season. On average, the cooling trend over the northern continents is slightly larger when the standard sensitivity is applied (SIM1b).

In the boreal winter season, the SIM2b trends are positive over the continental regions with a magnitude of 0.1-0.5 K/ka. The oceans show a global warming pattern with strong warming trends over the North Pacific and central North Atlantic. The warming trends in SIM2b are generally larger than in SIM2bl, which indicates that the acceleration can disturb the amplitudes on a global scale. Note that in regions along the sea-ice margin east of Greenland and the in the Nordic Seas the effects of the acceleration can be of opposite sign. Local responses in the ocean-sea ice system can strongly depend on the acceleration factor. Further, the increased CO$_2$ sensitivity in SIM2b leads to an Arctic warming, whereas the
default sensitivity results in a negative trend.

The trend pattern of SIM2b matches the general features and magnitudes of LOR and REN over the continents in both seasons. Major differences are discernible in the high latitudes. LOR found a general cooling over the southern oceans at 60°S in the JJA season. In DJF the most striking difference between their simulation and SIM2b occurs in the Arctic region where SIM2b produces a warming trend. Fig. 13(d,f) indicates that the CO$_2$ sensitivity plays an important role for the trend in the Arctic winter. The simulation with default CO$_2$ sensitivity results in a negative trend similar to what was previously found in the simulation of LOR and REN. REN argued that the Arctic ocean lags the seasonal forcing by several months and follows the summer insolation. Furthermore, the positive orbital forcing trend is weak north of 60°N in DJF (see Fig. 4). Therefore, the systematic differences observed between SIM2b, SIM1b indicate the importance of the local climate sensitivity, which balances the competing orbital and greenhouse gas forcings in the Arctic winter.

The disparities between SIM2b and REN are mainly due to the larger CO$_2$ sensitivity in SIM2b. The further differences between SIM1b and REN over Canada indicate the vegetation-albedo-feedback may significantly contribute to the Arctic trend pattern. In figure 17 of REN, the forest fraction around the Arctic
shows a decreasing vegetation over the Holocene, leading to a positive surface albedo trend. Hence, the vegetation feedback increases the boreal summer/autumn temperature cooling trends that extend into the boreal winter season. Nonlinear albedo-sea ice feedbacks can further enhance vegetation or CO$_2$ forcings over the Arctic and contribute to the different trends in REN and SIM1b.

The precipitation trend pattern of the boreal summer season shows more vigorous summer Monsoon over the northern continental areas during the mid Holocene. The increased summer precipitation over the east Asian continent and India is in agreement with the results of previous simulations and paleo-proxies (Joussaume et al. 1999; Pinot et al. 1999). North Africa experiences a trend from the wetter mid-Holocene to the drier preindustrial age. Also, the northern part of South America and parts of North America show negative trends. During the boreal winter season, the redistribution of precipitation is controlled by the temperature trends over the tropical oceans. Generally, in this model the precipitation anomalies follow the differential surface warming pattern with increase of precipitation over the strongest warming regions (for example the eastern tropical Pacific) at the expense of the surrounding areas. The precipitation trend pattern in our model is rather stable. Neither the acceleration nor the increased CO$_2$ sensitivity caused significant changes in the trends.
In summary, the Holocene trend pattern in the accelerated simulation is mostly equivalent to the one from the nonaccelerated run. The Southern Ocean and the North Atlantic are the most sensitive regions with respect to the acceleration. A significant bias in the amplitude was observed in Northern Hemisphere winter trend in the accelerated simulation. The comparison with other model results showed trend pattern that are in qualitative agreement with each other. Significant difference were found in regions where the sea-ice-albedo feedback is a key component in the surface heat budget. Models with different local climate sensitivities may produce contrary climate responses. Future comparisons between models and paleo-proxies can provide a critical constraint as to which model have realistic local climate sensitivities.

4b. *Local proxy-model comparison*

The transient simulation permits the direct comparison of the proxy time series with the simulated climate. Though many locations show global climate signals, individual climate proxies naturally respond to local climate changes. The connection of the local signal to large-scale or global climate changes depends on the location and proxy type. A recent study of Kiefer and Kienast (2005) for example
demonstrated the different temporal characteristics of Pacific Ocean climate proxies. To further test the transient simulation we compared surface temperatures for individual model grid boxes with proxies from Greenland, Antarctica and the tropical Pacific and Atlantic (see Tab. 3).

The proxy time series were linearly interpolated onto an equidistant time-step of 10 years. Next, the Maximum Overlap Discrete Wavelet Transform (Percival and Walden 2000; Whitcher et al. 2000; Timm et al. 2004) was applied as a low-pass filter with a nominal cutoff period at 5,120 years. The same filter is applied to the SIM2b temperatures. Due to the accelerated forcing the cut-off is chosen at 512 model years, which corresponds to 5,120 accelerated years. It is noteworthy that the discussed results are also discernible in the raw proxy and model time series.

The comparison will concentrate on three key features. The onset of the deglacial warming trend, the existence of a Holocene Maximum, and the trend-behavior towards the preindustrial ages.

In Fig. 15 the temperature proxies are plotted together with the time series of the modeled annual mean temperatures. In addition, the modeled seasonal surface temperatures are shown. The GISP2 temperature reconstruction and the recon-
structed SST both show large amplitude signals during the BA–YD, which complicates the interpretation of the low-frequency signals. However, these regions are marked by a delayed warming compared to the Antarctic record from Vostok and the western tropical Pacific (WTP). In Vostok and the WTP an early Holocene Thermal Maximum (HTM) is reached at \( \approx 10 \) ka BP, followed by a slight cooling trend over the Holocene in the WTP. Over Greenland and the Cariaco Basin the HTM is reached in the early Holocene. A clear linear cooling trend cannot be observed in these proxy records over the Holocene. Instead there is an indication for a relative temperature minimum in the mid-Holocene.

The GISP2 is qualitatively similar to the simulated annually averaged temperatures. But as can be seen in Fig. 15 the annual mean temperatures do not match the temporal characteristics for the Vostok and the WTP proxy. The seasonally averaged temperatures from SIM2b (compare Fig. 15) suggest that the imposed external forcing produces seasonally varying temperature responses. The austral spring (and winter) season clearly reproduces the Vostok record best. The austral summer and autumn seasons show a delayed warming and a Holocene warming trend in contrast to the proxy evidence. Therefore, the Vostok ice cores preferably represents the austral spring season. Two reasons support this idea. First, the amplitude of the externally driven temperature variations are largest in this sea-
son (in our model). Second, if the hydrological cycle over the Antarctica did not deviate to drastically from present day conditions, one would expect the largest accumulation rate in austral winter/spring (Cullather et al. 1998). However, more complex processes might generate the recorded proxy signal.

The WTP temperature is similar to the Antarctic record. The early warming and the negative trend over the Holocene are best represented in the modeled seasons June-July-August (JJA) and September-October-November (SON). The reconstructed temperatures from core MD98-2781 were obtained from foraminifera *G. ruber*. This species is most abundant during the seasons JJA, SON and hence reflect the surface temperatures of these two seasons (Stott et al. 2004).

The different seasonal temperature variations are largely controlled by the differences in the seasonal orbital forcing, though internal climate feedbacks can generate seasonally varying temperature responses. The possibility to compare transient climate simulation with proxies on a seasonal basis provides a key constraint for the validation of model simulations. If the *a priori* information about the seasonal response function of a proxy is known, these proxies will provide stricter verification tests for transient model simulations than annual mean values. On the other hand, the transient simulations can be used to interpret the signals observed in proxy records of unknown seasonal response functions.
5. Summary and Conclusion

We have presented transient simulations of the last 21,000 years, spanning from the LGM into the last deglaciation and Holocene. The ECBilt-CLIO model was integrated starting from different initial states and with prescribed accelerated forcing histories of ice-sheets, greenhouse gases and orbital forcing. In addition, a nonaccelerated simulation was integrated. We analyzed the transient response of the stationary waves in the atmosphere, surface temperatures, temperatures in the ocean, and changes in the MOC. The experiments allowed us to test the effect of the initialization and the acceleration on the computed climate trajectory. It was found that the high southern latitudes can be influenced by the initial state choice over about 700 model years, corresponding to the range 21–14 ka BP- in the accelerated run. This long adjustment process is the result of the slow thermodynamic and dynamic changes in the deep ocean. Since the preindustrial climate is not in equilibrium with the imposed LGM boundary conditions, unrealistic heat and momentum fluxes result at the ocean surface. Despite the uncertainties whether the LGM climate was in equilibrium with the boundary conditions, a starting point near the LGM equilibrium is more reasonable. Hence the 700 year adjustment time must be considered as a conservative upper limit.
In the accelerated run, global ocean temperatures lag the corresponding time series of the nonaccelerated run significantly. Deep ocean adjustment to changing boundary conditions causes a major distortion of the surface temperatures over the southern ocean in the outcropping regions. The effects on the Atlantic meridional overturning circulation are relatively small in these simulations. It must be noted that in ECBilt-CLIO the AMOC during the LGM is very similar in strength to the preindustrial AMOC, which is contrary to the general standpoint of a weaker and shallower AMOC derived from paleo-proxy evidence (e.g. Boyle 1995; McManus et al. 2004). Therefore, the adjustment time estimated from simulations with the LGM and preindustrial initializations may not take the dynamical adjustment of the AMOC into account. In ECBilt-CLIO, the resumption after a AMOC shutdown is usually in the range of 200–400 years (Timmermann et al. 2005; Renssen et al. 2002). The additional reorganization of the AMOC presumably would not increase the length of the adjustment time beyond 700 years.

The simulation beginning from the LGM equilibrium with an acceleration factor of 10 is suitable for the analysis of the atmospheric conditions in the free atmosphere and near surface quantities like temperature and precipitation. Since recently published transient simulations over the last 21,000 years focused on the ice-sheet dynamics (Charbit et al. 2005) we only compared parts of our cli-
mate trajectory with recent transient simulations of the Holocene (Renssen et al. 2005b; Lorenz et al. 2006). The largest differences in Holocene temperature trends were observed in the Arctic and Antarctic oceans. The strong seasonality in the global trend pattern, however, agreed with their simulations. It also agrees with the previous results from PMIP simulations (Joussaume et al. 1999; Pinot et al. 1999). A general decrease in the northern Hemisphere seasonality was observed over the continental regions during the Holocene. Summer precipitation trends showed stronger summer Monsoon precipitation over eastern Asia, North Africa and northern South America. The good agreement among the simulations demonstrate the general success of the acceleration technique for the transient paleo simulations with reasonable acceleration factor. Strong phase lags, which would disturb the trend estimation, are only observed in the southern high latitudes and in sea ice regions of the North Atlantic.

The phase properties in response to changing boundary conditions are further compared with paleo-proxies. We selected proxies from Greenland, Antarctica, the tropical oceans to study the termination period on orbital time scales. The low-pass filtered temperature proxies show fair agreement with the simulated annual mean temperatures. But key features like the Holocene trend pattern match only for specific seasons, which agree with the estimated/expected climate response of
the individual proxies. The early warming over Antarctica and the western tropical Pacific is well captured in the simulation. It should be noted that the absolute amplitude of the changes cannot be expected to match the actual range estimated from the proxies, especially over the tropics. Tropical temperatures changes are generally less in our model than indicated by the proxies. The low temperature variability in the tropical regions is likely a consequence of the low water-vapor feedback in the model.

As an interesting outcome of the comparison it was found that the seasonality of the climate response to the boundary forcing provides an important constraint for both the model validation and on the proxy interpretation. Proxies with well-understood seasonal response functions will provide stricter verification criteria than annual mean quantities. On the other hand, the transient simulations have a great potential to gain insight into proxies with hardly known response functions.

The acceleration technique is similar to the method applied by Lorenz and Lohmann (2004), Lorenz et al. (2006), Felis et al. (2004), or Liu et al. (2004). We have shown that a forcing shock due to the choice of a non-equilibrated initial state and boundary conditions was penetrating into the interior ocean with time scales of 700 years. In the accelerated simulations this distorts the climate trajectories in the deep ocean and in areas where the deep ocean affects the surface climates.
The nonaccelerated simulation helped to study the consequences of the accelerated boundary conditions for the climate trajectories. In particular, it was found that the sea-ice regions in the high latitudes and regions of intermediate and deep water production show delayed responses to the forcing. Outside these critical areas the near surface temperatures and atmospheric circulation pattern have faster response times to changing boundary conditions and are less biased. The recent simulations of Lunt et al. (2006) with the GENIE-1 model demonstrated very similar results. In their comparison of nonaccelerated and accelerated simulations over the last 30,000 years, the Southern Ocean was most sensitive to the acceleration factor.

The acceleration technique is theoretically applicable as long as the characteristic accelerated forcing time scale is longer than the response time of the climate system. This is not the case when the deep ocean is involved. The present results have shown that such simulations can still provide valuable information about the climate response to the forcings. On the other hand, the acceleration reaches its limits in regions of high latitudes, especially in the Southern Ocean. Process studies such as for example, analyzing the question of lead-lag relationships between the tropics, Greenland and Antarctica during the BA/Antarctic Cold Reversal (Blunier et al. 1998; Kienast et al. 2001; Morgan et al. 2002; Lea et al. 2003;
Weaver et al. 2003; Stott et al. 2004) would fail under an acceleration factor of 10. The lag relations are determined by time lags of $O(1,000a)$. The deep ocean circulation is considered as a key process linking both hemispheres on millennial time scales (Broecker 1998; Stocker and Johnsen 2003; Weaver et al. 2003; Knutti et al. 2004; Rühlemann et al. 2004; Robinson et al. 2005). Thus, the acceleration technique could easily induce severe phase shifts and misinterpretation of the processes. Nonaccelerated transient simulations are necessary to validate the proxy-based hypotheses of the lead-lag relations. We expect future developments of transient simulations will help to examine the last termination and associated millennial scale climate variability.
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7. Appendix A: Effect of accelerated forcing in an one-dimensional diffusive ocean

For simplicity, we assume that only (turbulent) diffusive processes redistribute heat in the vertical dimension and establish the temperature profile in response to a surface forcing.

\[
\frac{\partial T(z)}{\partial t} = -\frac{\partial}{\partial z} \left[ \kappa(z) \frac{\partial T(z)}{\partial z} \right] + F(z = 0, t) .
\] (2)

In this simple approach, we apply a universal turbulent background diffusion for the global ocean \( \kappa = 6.2 \times 10^{-5} \text{m}^2\text{s}^{-1} \) and the background profile from the CLIO ocean model. The constant value is the vertical average of background profile in CLIO. The simple diffusive model is not a realistic representation of the global ocean. More effective dynamical adjustments and mixing can lead to a much faster adjustment of the ocean to surface forcing. But it is a comprehensive model to demonstrate the acceleration problem.

In the surface layer, time-dependent temperature anomalies are prescribed. At the bottom, no temperature flux is assumed. We analyzed the propagation of a periodic forcing \( F(z = 0, t) = A \sin(\omega t) \). Results are shown in Fig. 16 for
forcing frequencies $\omega_1 = 2\pi/21,000, \omega_{10} = 2\pi/2,100$ [1/a]. Not surprisingly, the vertical propagation of the signal into the ocean is strongly depending on forcing frequency. To illustrate the acceleration effect, we plotted the results for both frequencies on a common time axis so that the surface temperature anomalies are in phase. In the case of constant diffusivity (Fig. 16a), the acceleration by a factor of 10 (i.e. the frequency $\omega_{10}$) leads to a damping of the response in the deeper ocean. The phase lag is growing with depth and reaches about 7,000 accelerated years (i.e. 700 model years) in depth of 5,000m. In a simulation with accelerated forcing the phase relationship between the deep ocean and the surface forcing is severely distorted. Using the background diffusivity of CLIO, the anomalies propagate even slower through the upper ocean layers and experience a larger damping.
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Figure 1: 2 m temperature anomalies with respect to the CTR simulation with 280 ppm CO$_2$ and standard CO$_2$ sensitivity ($\alpha = 1$): a) 700 ppm CO$_2$ concentrations and $\alpha = 1$, b) 700 ppm CO$_2$ concentrations and $\alpha = 2$, c) 200 ppm CO$_2$ concentrations and $\alpha = 1$, d) 200 ppm CO$_2$ concentrations and $\alpha = 2$. The anomalies were calculated using a CTR temperature field averaged over the model years 1,001-2,000 and the model years 30–50 of the sensitivity runs. Solid (dashed) contours show the positive (negative) anomalies. Contour interval is 0.5 K.
Figure 2: Topography anomalies from the ICE4G data set interpolated onto the ECBILT grid showing the Last Glacial Maximum extension (a). Contour interval is 300 m. First isopleth is 300 m. Note that the east Siberian ice-sheet in ICE4G has been neglected. The deglaciation process is shown in (b) as the temporal evolution of the ice volumes for North America (light shaded) and Europe (dark shaded).
Figure 3: Greenhouse gas concentrations used as time-dependent forcing in the transient simulations: CO$_2$ from Taylor Dome, CH$_4$ and N$_2$O from GISP2 ice core. The radiative forcing estimated using the simple parameterizations from IPCC (2001) are indicated for the minima in each forcing time series.
Figure 4: Insolation anomalies averaged over the season June–August (a) and
December–February (b) as a function of time and latitude. Anomalies are with re-
spect to present day insolation using fixed present day calendar season definitions.
Gray shading indicate positive anomalies.
Figure 5: CTL and LGM equilibrium states: (a) Annual mean surface temperatures [°C] of the CTL simulation (contour lines -40 -30 -20 -10 -5 -2.5 0 3 6 9 12 15 18 21 24 27 30 40) and differences LGM-CTL in colors; (b) areas with annual mean sea-ice thickness ≥ 0.1 m for the LGM (CTR) state are denoted by dark grey shaded areas (dotted line) and annually averaged snow depth layers ≥ 0.1 m are marked in light grey (LGM) and solid lines (CTL).
Figure 6: Latitude section of the zonal mean zonal windstress (a) for the CTL state (crosses) and LGM (circles). (b) The depth-latitudinal cross section of the zonally averaged global ocean temperature [°C] near-equilibrium states: CTL simulation red contours, LGM cyan contours, LGM-CTL gray shaded. Depth (y-axis) in meters.
Figure 7: Time-averaged Atlantic Meridional Overturning Circulation: a) Control simulation averaged over model years 1,001–2,000; b) LGM2 simulation averaged over model years 1,001–2,000. Units are in Sverdrup ($1 \text{Sv} = 10^6 \text{m}^3\text{s}^{-1}$). Positive values are grey-shaded. Contour interval is 4 Sv.
Figure 8: Stationary wave pattern (i.e. anomalies with respect to the temporal and zonal mean field) of the boreal winter (DJF) 500-hPa geopotential field for (a) averaged over the LGM (21–18 ka BP) and (b) late Holocene (4–0 ka BP) in SIM2b. Contour interval is 20 m.
Figure 9: EOF-analysis of the boreal winter (DJF) 500-hPa geopotential field of SIM2b. The first EOF is shown in (a) and (b): (a) the pattern with contour interval 5m; (b) the unfiltered normalized PC time series (shaded) and its 30-point running mean (open circles). The second EOF mode is shown below (c,d). The PCs are normalized. The smoothed PCs of SIM2 (filled black circles), and SIMb2bl (open triangles) are also shown in (b,d).
Figure 10: Time series of the zonally averaged 2m temperatures: (a) season DJF at 60°N, (b) season JJA at 60°N, (c) season DJF at the equator, (d) season JJA at the equator, (e) season DJF at 60°S, (f) season JJA at 60°S. Abscissa is the time in ka BP, ordinate axis temperature in °C. Open circles is SIM2b, filled circles SIM2, open triangles SIM2bl, open diamonds SIM1b.
Figure 11: Time series of globally averaged ocean temperatures [°C] in different depth layers: a) 36–54 m, b) 187–252 m, c) 1,007–1,443 m, d) 1,992–2,622 m. Abscissa is the time in ka BP, ordinate axis temperature in °C. SIM2b is depicted in open circles, SIM2 in solid circles, SIM2bl in open triangles.
Figure 12: Temporal development of the maximum of the meridional streamfunction in the Atlantic ocean: a) 51-point running mean for SIM2b (open circles), SIM2 (filled circles), SIM2bl (open triangles); b) the CTL (grey) and the LGM (black) simulation.
Figure 13: Linear trend analysis over the period 7,000–0 BP. On the left (a,b,c), the temperature trends for the season JJA; on the right (d,e,f) are the trends for the season DJF. The linear trends are shown for the accelerated simulation with CO$_2$ sensitivity factor $\alpha = 2$ (top), the nonaccelerated simulation SIM2bl with $\alpha = 2$ (middle), and the accelerated simulation with $\alpha = 1$. Units are in $10^{-4} \text{K a}^{-1}$. 
Figure 14: Same as in Fig. 13 but for precipitation [10^{-6} m a^{-2}].
Figure 15: Low-pass filtered time series of the proxies (see Tab. 3) and the corresponding model grid box surface temperatures of SIM2b. Left hand graphs depict the filtered proxy time series (thick solid line) and their high-frequency variability (shaded). Thick solid line with crosses show the simulated annual mean time series. Temperatures are differences to the mean of the unfiltered time series 1,000–0 BP. Right hand graphs show corresponding seasonal mean temperature differences of SIM2b (DJF, thin solid; MAM, dashed; JJA, dotted-dashed; SON, thick solid). From top to bottom: a) Greenland (GISP2), b) Cariaco Basin (PL07-39PC), c) Cocos Ridge (TR163-19) d) Western tropical Pacific (MD98-2781), e) Antarctica (Vostok).
Figure 16: Time sequence of the vertical temperature profile in a simple diffusion model for constant background diffusivity (a,b) and (c,d) background diffusivity profile from CLIO. The case of forcing period 2,100 a (21,000 a) is shown in a,c (b,d). To illustrate the effect of phase shift in accelerated forcing simulations the time scale in a,c was stretched by a factor 10.
Summary of the simulations relevant to this study. The initial states, the CO$_2$ sensitivity parameter $\alpha$, the GHG concentrations, the orbital forcing, and the ice-sheet forcing according to ICE4G (Peltier 1994) are shown in the table for the 2,000 years time-slice simulations (CTR, LGM2, LGM1), and the accelerated transient simulations (SIM2, SIM2b SIM1b). The acceleration factor 10 was used resulting in 2,100 years long integrations. SIM2bl is the unaccelerated simulation equivalent to SIM2b.

Summary of the LGM simulations and their key results for the Atlantic MOC.

List of the proxies used in the comparison between local proxy and simulated surface temperatures in the enclosing grid box.
Table 1: Summary of the simulations relevant to this study. The initial states, the CO$_2$ sensitivity parameter $\alpha$, the GHG concentrations, the orbital forcing, and the ice-sheet forcing according to ICE4G (Peltier 1994) are shown in the table for the 2,000 years time-slice simulations (CTR, LGM2, LGM1), and the accelerated transient simulations (SIM2, SIM2b SIM1b). The acceleration factor 10 was used resulting in 2,100 years long integrations. SIM2bl is the unaccelerated simulation equivalent to SIM2b.

<table>
<thead>
<tr>
<th>Simulation</th>
<th>initial state</th>
<th>sensitivity $\alpha$</th>
<th>acceleration</th>
<th>CO$_2$ [ppmv]</th>
<th>CH$_4$ [ppbv]</th>
<th>N$_2$O [ppbv]</th>
<th>orbital parameters</th>
<th>ice-sheet anomalies</th>
</tr>
</thead>
<tbody>
<tr>
<td>CTR</td>
<td>preindustrial</td>
<td>2</td>
<td>none</td>
<td>280</td>
<td>700</td>
<td>270</td>
<td>present day</td>
<td>present day</td>
</tr>
<tr>
<td>LGM1</td>
<td>preindustrial</td>
<td>1</td>
<td>none</td>
<td>190</td>
<td>380</td>
<td>200</td>
<td>LGM</td>
<td>LGM</td>
</tr>
<tr>
<td>LGM2</td>
<td>preindustrial</td>
<td>2</td>
<td>none</td>
<td>190</td>
<td>380</td>
<td>200</td>
<td>LGM</td>
<td>LGM</td>
</tr>
<tr>
<td>SIM2</td>
<td>CTR</td>
<td>2</td>
<td>$\times 10$</td>
<td>transient</td>
<td>transient</td>
<td>transient</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SIM1b</td>
<td>LGM1</td>
<td>1</td>
<td>$\times 10$</td>
<td>transient</td>
<td>transient</td>
<td>transient</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SIM2b</td>
<td>LGM2</td>
<td>2</td>
<td>$\times 10$</td>
<td>transient</td>
<td>transient</td>
<td>transient</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SIM2bl</td>
<td>LGM</td>
<td>2</td>
<td>none</td>
<td>transient</td>
<td>transient</td>
<td>transient</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reference</td>
<td>Model</td>
<td>Initial state</td>
<td>simulation length (model years)</td>
<td>averaged years</td>
<td>MOC</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-------------------------</td>
<td>------------------------</td>
<td>--------------------------------</td>
<td>-------------------------------</td>
<td>----------------</td>
<td>--------------------------</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weaver et al. (1998)</td>
<td>UVic_ESCM</td>
<td>present day</td>
<td>equilibrium state</td>
<td></td>
<td>weaker shallower</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kitoh et al. (2001)</td>
<td>MRI CGCM1</td>
<td>a) present day</td>
<td>210</td>
<td>last 40</td>
<td>stronger deeper shallower</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>b) +freshwater pulse</td>
<td>290</td>
<td>last 40</td>
<td>stronger deeper shallower</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hewitt et al. (2001)</td>
<td>HadCM3</td>
<td>present day + LGM sst</td>
<td>700</td>
<td>last 100</td>
<td>stronger same depth</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kim et al. (2002)</td>
<td>CCCma</td>
<td>present day</td>
<td>80</td>
<td>last 20</td>
<td>much stronger deeper</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kim et al. (2003)</td>
<td>CCCma</td>
<td>present day</td>
<td>900</td>
<td>last 50</td>
<td>weaker shallower</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Shin et al. (2003)</td>
<td>NCAR-CCSM (V1.4)</td>
<td>uncoupled LGM states</td>
<td>110</td>
<td>last 50</td>
<td>weaker shallower</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Peltier and Solheim (2004)</td>
<td>NCAR-CCSM (V1.4)</td>
<td>present day</td>
<td>2,150</td>
<td>last 100</td>
<td>weaker shallower</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Timmermann et al. (2004)</td>
<td>ECBilt-CLIO</td>
<td>present day</td>
<td>2,000</td>
<td>300–400</td>
<td>deeper more southward</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Otto-Bliesner et al. (2006)</td>
<td>NCAR-CCSM (V3)</td>
<td>preindustr. atm. LGM ocean</td>
<td>300</td>
<td>last 50</td>
<td>weaker shallower</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 3: List of the proxies used in the comparison between local proxy and simulated surface temperatures in the enclosing grid box.

<table>
<thead>
<tr>
<th>site/name</th>
<th>lat</th>
<th>lon</th>
<th>proxy type</th>
<th>target</th>
</tr>
</thead>
<tbody>
<tr>
<td>GISP2¹</td>
<td>72.6N</td>
<td>38.5W</td>
<td>δ¹⁸O</td>
<td>air temp. (annual mean)</td>
</tr>
<tr>
<td>PL07-39PC²</td>
<td>10.7N</td>
<td>64.9W</td>
<td>Mg/Ca (G. ruber)</td>
<td>SST (annual mean)</td>
</tr>
<tr>
<td>TR163-19³</td>
<td>2.3N</td>
<td>91.0W</td>
<td>Mg/Ca (G. ruber)</td>
<td>SST (annual mean)</td>
</tr>
<tr>
<td>MD98-2781⁴</td>
<td>6.3N</td>
<td>123.4E</td>
<td>Mg/Ca (G. ruber)</td>
<td>SST (JJA/SON)</td>
</tr>
<tr>
<td>Vostok⁵</td>
<td>78.4S</td>
<td>106.9E</td>
<td>δD</td>
<td>air temp. (JJA/SON)</td>
</tr>
</tbody>
</table>

1  Alley (2000)  
2  Lea et al. (2003)  
3  Lea et al. (2000)  
4  Stott et al. (2004)  
5  Petit et al. (1999)