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ABSTRACT

This paper reveals major deficiencies of the existing intermediate climate models for tropical surface winds
and elaborates the important roles of cloud-longwave radiational forcing and boundary layer thermodynamics
in driving the tropical surface winds.

The heat sink associated with the cloud-longwave radiation is demonstrated as an important driving force for
boreal summer northeast trades and Indian Ocean southwest monsoons. Over the western North Pacific and
Atlantic Oceans, low cloudiness and high sea surface temperature enhance longwave radiation cooling, strength-
ening subtropical high and associated trades. On the other hand, in the regions of heavy rainfall over South
Asia, reduced cloud-longwave radiation cooling enhances monsoon trough and associated southwest monsoons.
The boundary layer thermodynamic processes, primarily both the surface heat fluxes and the vertical temperature
advection, are shown to be critical for a realistic simulation of the intertropical convergence zone, the equatorial
surface winds, and associated divergence field.

To successfully simulate the tropical surface winds, it is essential for intermediate models to adequately
describe the feedback of the boundary layer frictional convergence to convective heat source, cloud-longwave
radiation forcing, boundary layer temperature gradient forcing, and their interactions. The capability and limi-
tations of the intermediate tropical climate model in reproducing both climatology and interannual variations
are discussed.

1. Introduction

The work of Gill (1980) demonstrated the capability
of a single–baroclinic-mode model in simulation of el-
ementary features of tropical circulations in response to
a specified heat source. The success of the Gill model
leads to its popular applications in simple and inter-
mediate climate models for simulation of atmospheric
anomalous response to underlying SST anomalies
(SSTA). In anomaly models, diabatic heating was sim-
ply related to SSTA by considering anomalous surface
latent heat flux and low-level moisture convergence
(e.g., Zebiak 1982, 1986), and/or Newtonian cooling
(e.g., Davey and Gill 1987). Seager (1991) extends this
type of anomaly model to simulate the tropical total
surface wind field. The diabatic heating in his model
was determined by a simple convective scheme in the
spirit of Betts and Miller (1986). The resultant heating
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was essentially controlled by low-level moisture con-
vergence, which is a feature similar to that of a sim-
plified Kuo’s (1974) scheme. The simulated large-scale
surface winds compare, in many aspects, favorably to
the observations. The trade winds, however, are much
too zonal with a severe shrinkage in the area of the
northeast trades over the North Pacific and Atlantic
Oceans in boreal summer; the convergence is consid-
erably weaker in the intertropical convergence zones
(ITCZs).

In contrast to Gill (1980) model dynamics, Lindzen
and Nigam (1987, LN hereafter) emphasized the role of
SST gradients in driving low-level flows: The SST gra-
dients induce pressure gradient force via vertical tur-
bulent mixing and hydrostatic balance in the planetary
boundary layer (PBL). The LN model was able to pro-
duce a reasonable low-level flow field without explicitly
considering convective heating. But the convergent air
mass in the boundary layer has to be assumed being
vented out of PBL by cumulus on a very short timescale
(about 30 min) and the boundary layer depth has to be
assumed 3 km deep in order to obtain a reasonable
strength (Wang and Li 1993). The simulated spatial pat-
tern of sea level pressure (SLP) follows SST distribution
much too closely, resulting in an SLP field that is con-
siderably different from the observed counterpart in the
eastern Pacific and Atlantic Oceans. Although the dy-
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namics in the LN model differ fundamentally from those
in Gill-type model, their formulations are mathemati-
cally equivalent (Neelin 1989). Deficiencies of the two
types of models are essentially the same.

In view of the importance of the boundary layer flow
in supplying moist static energy to convective heating
and interacting with ocean, Wang and Li (1993, WL93
hereafter) developed a two–vertical-mode model that
describes the lowest baroclinic mode of the free tro-
posphere and the barotropic boundary layer mode. The
model integrates the physics of Gill and LN models and
emphasizes the roles of the interaction between heating-
forced free tropospheric motion and SST gradient-
forced PBL flows in driving the tropical surface winds.
The model can reproduce both the shallow ITCZ and
the deep South Pacific convergence zone (SPCZ). The
simulation of ITCZ and trades is more realistic, but the
surface wind divergence in the equatorial eastern Pacific
is excessively strong and the summer trades remain sig-
nificantly weak.

Simulation of oceanic monsoon flows is a challenging
task faced by the intermediate tropical climate models.
Using a six-level primitive equation model with Betts–
Miller (1993) convective adjustment scheme and Dear-
dorff’s (1972) boundary layer parameterization, Seager
and Zebiak (1995) obtain improved simulation of trop-
ical circulations. Nevertheless, the simulated Indian
monsoon and the cross-equatorial winds over the eastern
Atlantic and Pacific Oceans remain unsatisfactory.

An optimal intermediate tropical climate model
should describe only the essential physical processes
that govern tropical circulations, with most suitable for-
mulations under the constraints of limited degree of
freedom. Any improvement should preserve the virtues
of intermediate models: the intelligibility for under-
standing essential physics, the efficiency in conducting
numerical experiments, and the comparability of the re-
sults with observations. For the above reasons, our
thinking is to first identify the processes that are critical
to simulation of tropical surface winds but are inade-
quately represented in the existing intermediate models,
then correct or implement the intermediate model phys-
ics.

In the next section, we diagnose the deficiencies of
the WL93 model and identify two major processes that
are responsible for the deficiencies: the misrepresenta-
tion of cloud-longwave radiation forcing and the PBL
SST gradient forcing. We then improve the model based
on physical principles while conforming with the con-
straint of the model’s degree of freedom (sections 3 and
4). Results of sensitivity experiments indicate that the
heat sink associated with longwave radiation cooling
plays an important role in driving tropical circulations
(especially causing the westward phase shift of sub-
tropical highs relative to cold SST tongues). The im-
provement of longwave radiation results in a much bet-
ter simulation of trade winds and monsoons in boreal
summer. In addition, PBL adiabatic warming associated

with vertical motion is shown to be important for the
reasonable simulation of the equatorial wind divergence
fields. The performance and potential of the improved
WL model in simulations of tropical climatological an-
nual cycle and interannual variability are critically ex-
amined in section 5. The last section summarizes the
major results.

2. Deficiencies of the existing intermediate tropical
climate models

To diagnose the problems of the existing intermediate
models, we select WL93 model for the following two
reasons. First, it contains the essential dynamics of the
Gill and LN models and has the capability of simulation
of both the climatology and interannual variations. Sec-
ond, the deficiencies of the model, as discussed in detail
shortly, are shared by other intermediate models.

a. The intermediate tropical climate model

The WL93 model is a two and one half layer primitive
equation model on the equatorial beta plane. It was
aimed at simulating monthly mean tropical surface
winds, SLP, and rainfall for specified lower boundary
conditions. A detailed description of model physics and
formulations is given by Wang and Li (1993). The con-
vective latent heating in the WL93 model is not only
controlled by large-scale circulations but also the con-
vective instability associated with SST. Therefore, the
latent heating is determined by the precipitational rate
Pr, which is parameterized as a fraction, b, of the total
column moisture convergence following Kuo (1974),
and is regulated by the in situ convective instability.
The convective instability parameter d is a function of
SST (or land surface air temperature, Ts) based on the
observation of Waliser et al. (1993):

1, if T $ 278C and P . 0,s r
d 5 (T 2 25)/2, if 258C , T , 278C and P . 0,s s r
0, otherwise.

(2.1)

The original model, which was confined to the tropical
Pacific Ocean, is extended to the global Tropics between
308S and 308N. The surface temperature used is the
observed SST (Reynolds 1988) over the ocean and the
1000-mb air temperature [European Centre for Medium-
Range Weather Forecasts (ECMWF) analysis] over the
land. In coastal regions the Shuman-smoothing scheme
(Shuman 1957) is used to provide continuity. The re-
sultant observed July mean surface temperature is pre-
sented in Fig. 1a. The surface specific humidity q0 and
evaporation rate Ey are empirically parameterized as

23q 5 m 10 (0.972T 2 8.92), (2.2)0 a s

E 5 m rC V (q 2 q ), (2.3)y a E s s 0
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FIG. 1. (a) Observed July mean surface temperature (8C) and (b) cloud fractions (%). The sea surface temperature is from Reynolds (1988),
while the land surface temperature is the 1000-mb air temperature from ECMWF analysis. The cloud fraction is derived from ISCCP.

TABLE 2. The major parameter values used in the model.

b Precipitation efficiency coeffi-
cient

0.8

« Rayleigh friction coefficient in
free troposphere

5 3 1026 s21

b Meridional gradient of the Cor-
iolis parameter at the equator

2.28 3 10211 s21 m21

r Surface air density 1.2 kg m23

g Gravity 9.8 m s22

R Gas constant of air 287 J kg21 C21

Cp Specific heat at constant pres-
sure

1004 J kg21 C21

So Static stability parameter at the
surface

0.75 3 1026 m2 s22 Pa22

CE Coefficient of vertical turbulent
moisture flux

1.3 3 1023

TABLE 1. Surface moisture availability as a function of
surface coverage.

Surface coverage Moisture availability

Water
Rain forest
Forest
Woodland
Shrub land
Grass
Agriculture
Desert

1.0
0.9
0.85
0.8
0.75
0.7
0.6
0.02

where Ts is the surface temperature; r and CE are surface
air density and coefficient of vertical turbulent moisture
flux, respectively; qs is the saturation specific humidity at
the surface temperature Ts; Vs is the surface wind speed
(a minimum wind speed is set as 4 m s21). Over ocean
surfaces, moisture availability ma is equal to one, thus Eqs.
(2.2) and (2.3) recover the empirical formula used for the
Pacific regional model (WL93) that were derived from the
regression analysis of Comprehensive Ocean–Atmosphere
Data Set (COADS) monthly mean SST and surface spe-
cific humidity (Wang 1988; Li and Wang 1994). Over land
surfaces, ma is parameterized as a function of surface cov-
erage classified by Matthews (1983). The global tropical
surface is divided into eight categories, whose correspond-
ing moisture availability used in the present model is given
in Table 1. These values are based on various observational
analyses (e.g., Benjamin and Carlson 1986).

The standard horizontal grid is 28 lat 3 48 long. In
order to keep computational stability, a simulated back-
ward scheme (Matsuno 1966) is used with a time in-
crement of 30 min. Radiational boundary conditions
(Miller and Thorpe 1981) are used at the north and south
boundaries to eliminate shortwave reflection. The major
parameter values used in this model are listed in Table 2.

b. Major deficiencies

To reveal the deficiencies, we focus on a July sim-
ulation because nearly all intermediate models produce
poorer simulation in boreal summer than in other sea-
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FIG. 2. (a) Observed July mean surface winds and divergence, (b) sea level pressure (SLP), and (c) precipitation. The data used in (a)
and (b) are derived from Sadler et al. (1987). Those used in (c) are from Xie and Arkin (1996). The contour interval for divergence, SLP,
and rainfall are, respectively, 1 3 1026 s21, 1 hPa, and 2 mm day21. The SLP field is the departure from a mean value 1013 hPa.

sons. Surface winds are the primary concern because
surface winds play a crucial role in driving the upper
ocean and in regulating the ocean mixed layer in a cou-
pled ocean–atmosphere system. The SLP and rainfall
directly link to surface winds. We will target these two
fields as well. A number of significant discrepancies
between the observed (Fig. 2a) and simulated surface
winds (Fig. 3a) can be seen from Fig. 3b: 1) the sim-
ulated northeast trades are substantially weak and much
too confined to the eastern basins (the largest discrep-
ancy is found over the Caribbean); 2) the simulated
southwest monsoon flows over the northern Indian
Ocean are notably weak; and 3) the simulated cross-
equatorial southeast trades are also significantly weak.

In order to understand the causes of the weak north-

east trades, we examine the simulated SLP (Fig. 3c),
which is basically negatively correlated with SST (Fig.
1a) over the tropical oceans. As a result, the subtropical
highs over the North Pacific and North Atlantic Oceans
are tightly confined to the eastern basins (cf. Figs. 2b
and 3c). This is a common problem with Gill and LN
models because the surface temperature is the only forc-
ing. From the distribution of cloudiness (Fig. 1b), one
finds that the cloud fraction over the western North Pa-
cific and Atlantic Oceans are relatively small. The low
cloud fractions and high SST in these regions imply
strong outgoing longwave radiation. This was noted in
the analyses of Trenberth and Soloman (1994), who in-
dicate that large longwave radiation cooling in July oc-
curs over the North Pacific and North Atlantic Oceans.
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FIG. 3. (a) July mean surface winds and divergence, (b) the differences between the modeled surface winds and observations, (c) the
surface geopotential height, and (d) precipitation simulated by original WL93 model.
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The model diabatic heating field, however, indicates no
diabatic cooling presenting in these regions (figure not
shown). Instead, the Newtonian cooling in the WL93
model acts to warm (cool) the atmosphere over high
(low) SST regions. Thus, it adds spurious warming to
these regions. This directly reduces the strength of the
northern subtropical highs in the western North Pacific
and Atlantic basins.

Misrepresention of longwave radiational forcing can
also be the cause of the underestimated southwest mon-
soons in the Indian Ocean. This is because, in reality,
the precipitating cloud-induced longwave radiation forc-
ing in the rainy regions tends to warm the atmosphere,
whereas the Newtonian cooling in the WL93 model and
other Gill-type models acts to offset the warming due
to latent heat release. As such, the Newtonian cooling
would prohibit the decrease of SLP in the precipitating
regions (South Asia), resulting in a weaker north–south
pressure gradient and southwest monsoon flows.

Why are the cross-equatorial southeast trades in the
Pacific and Atlantic Oceans weaker than the observa-
tions? Computation of meridional pressure gradients
(figure not shown) reveals that the simulated meridional
pressure gradient is positive just south of the equator
over the eastern Pacific and Atlantic Oceans, which is
at odds with the observations. This positive pressure
gradient, though very small, resists southeast trades and
significantly weakens the cross-equatorial flows. We
have further diagnosed the contributions of the free tro-
posphere and PBL forcing to these positive SLP gra-
dients and found that they are primarily attributed to the
PBL forcing. The latter are caused by SST gradients
associated with the cold SST tongue. Therefore, we
speculate that, over the eastern Pacific and Atlantic
Oceans, the slab mixing layer assumption might exag-
gerate the effects of SST gradient forcing on surface
flows. As a result, the cross-equatorial southeast trades
weaken, which induces a spurious surface convergence
zone on the south side of the equator (Fig. 3a). With
the SST forcing in the slab PBL model, the cold water
off the Somalia coasts (Fig. 1a) produces an overesti-
mated pressure ridge in the western equatorial Indian
Ocean (Fig. 3c). A belt of positive meridional pressure
gradient exists between 58 and 108N across the Indian
Ocean, which tends to split the summer rainfall region
into a northern and an equatorial patch, leaving deficit
monsoon rain over the Indian subcontinent and the Bay
of Bengal (Fig. 3d). It seems that the slab PBL model
exaggerates the effects of SST gradients, which is in
turn responsible for the problems in the simulation of
the surface wind divergence, the associated rainfall, and
Indian monsoon.

The above analysis suggests that the major problems
of July simulations with the WL93 model are possibly
induced by 1) misrepresentation of the longwave radi-
ation, and 2) oversimplification of the PBL model. In
the following two sections, we will improve the WL93
model and test the impacts of the modified longwave

radiation forcing and PBL processes on the simulations
of the global tropical surface winds.

3. The role of cloud-longwave radiation forcing

a. The new longwave radiation scheme

In the previous intermediate climate models, long-
wave radiative heating was often simply treated as a
Newtonian cooling, relaxing the perturbed temperature
to an equilibrium temperature which was assumed to be
a linear function of SST (Davey and Gill 1987; Seager
1991; Wang and Li 1993). In reality, the climatological
temperature distribution in the middle troposphere dif-
fers substantially from the surface temperature pattern
(Oort 1983). The longwave radiation is largely deter-
mined by clouds and vertical distribution of temperature
and moisture. Stephens et al. (1994) indicate that due
to the relatively uniform spatial distributions of tem-
perature and moisture in the Tropics, the observed clear-
sky longwave radiation cooling has little horizontal gra-
dients. However, the longwave cloud radiative forcing
sets up considerable longitudinal radiative heating gra-
dients across the Pacific. The eastern portion of the trop-
ical Pacific is a region of prevalent low cloudiness, and
the net column cooling in this region exceeds the clear-
sky values due to the large cloud-top outgoing longwave
radiation. In contrast to this strong cooling in the eastern
portions of the tropical and subtropical Pacific is the
weaker cooling in the western Pacific where heating by
deep convective cloud systems approximately halve the
clear-sky value of the column cooling. The longitudinal
and the accompanying meridional radiative heating gra-
dients will increase the rainfall in the deep convective
regions, and enhance the Walker circulation and Hadley
circulation (Slingo and Slingo 1988; Chen et al. 1995).
Nigam’s (1997) work on the cold tongue onset in the
eastern equatorial Pacific also indicates that the long-
wave radiative cooling from the developing stratocu-
mulus cloud is important for the seasonal strengthening
of the southerly cross-equatorial surface wind. These
results strongly suggest that the cloud-longwave radi-
ation forcing plays an important role in driving tropical
circulations, but it was misrepresented in the previous
intermediate models.

In order to represent longwave radiative process re-
alistically and keep, at the same time, the model’s low
vertical resolution and computational efficiency, a ra-
diative transfer scheme analogous to Arakawa et al.
(1969) is introduced. This scheme is based on an em-
pirical transmission function that primarily depends on
a column water vapor amount. Clouds are simply treated
as opaque black bodies for longwave radiation. The for-
mulations of Arakawa’s scheme are presented in detail
in the Rand Corporation report of Gates et al. (1971).
A brief description of the scheme is given in the ap-
pendix.

Three types of clouds are incorporated into the present
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FIG. 4. (a) The July mean OLR perturbations (total 2 220) (W m22) derived from the model and (b) from the satellite observation (total
2 250), and (c) the column longwave radiation cooling rate (C day21) simulated by Arakawa et al. (1969) longwave radiation scheme.

model: the high, middle, and low clouds that are, re-
spectively, defined by the cloud top temperature as be-
low 260 K, between 260 and 280 K, and above 280 K.
The cloud data used to estimate longwave radiative
cooling are derived from International Satellite Cloud
Climatology Project (ISCCP, Rossow et al. 1988). The
simulated outgoing longwave radiation (OLR) pertur-
bations in July (Fig. 4a) agree quite well with the ob-
servations (Fig. 4b). In both the simulation and obser-
vation, negative perturbations occur over the deep con-
vective regions (North Africa, North Indian and Western
Pacific Oceans, and Northeast Pacific warm pool); pos-
itive perturbations exist in the subtropics and eastern
Pacific and Atlantic Oceans with the maximum over the
North African desert region. The simulated column
cooling rate (Fig. 4c) is also quite similar to the obser-

vations of Stephens et al. (1994) in both the magnitude
and the spatial pattern. The difference in the mean (30
W m22) of the simulated and observed OLR is due to
the fact that our model top is set at 100 hPa, and the
corresponding OLR should be smaller than that at the
top of the atmosphere (;0 hPa, Feiglelson et al. 1991).

b. Sensitivity of tropical circulations to
cloud–longwave radiation forcing

The effects of cloud-longwave radiation forcing on
the tropical surface winds are demonstrated in this sec-
tion. To facilitate comparison, the model boundary layer
keeps the same as in Wang and Li (1993).

The simulated surface winds and corresponding dis-
crepancies with observations are shown in Figs. 5a,b.
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FIG. 5. Same as Fig. 3, except using the improved longwave radiation scheme.

The most obvious improvement of the surface winds
comparing with the WL93 results (Figs. 3a,b) is the
enhancement of northeast trades that extend westward
into the western ocean basins. The corresponding sur-

face geopotential height (Fig. 5c) shows westward ex-
tension of subtropical highs over both the North Pacific
and North Atlantic Oceans. The enhanced subtropical
highs and northeast trades result from the increased ra-
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FIG. 6. (a) July mean surface winds and divergence simulated by a Gill-type model and (b) a Gill-type model combining with an Ekman
boundary layer (no SST gradient forcing).

diative cooling due to the in situ high SST and low
cloudiness.

Other improvements include an increase of the cross-
equatorial southeast trades over the central Pacific and
an increase of the southwest monsoon in the northern
Indian Ocean. The former is induced by the enhanced
longitudinal and meridional cloud-longwave radiative
cooling gradient (Fig. 4c). The latter are associated with
the dramatic deepening of the South Asia monsoon
trough (Figs. 3c and 5c), which enhances the north–
south pressure gradients and southwest monsoon flows.
Why is the monsoon trough much deeper with the new
longwave radiation scheme? As has been pointed out
in the previous section, in the rainy region, latent heat
release warms the atmosphere and lowers SLP. The pre-
vious model’s Newtonian cooling tends to reduce at-
mospheric warming and prohibit decrease in SLP. The
present longwave radiation scheme removes this erro-
neous constraint, so that latent heat released in the pre-
cipitation region effectively deepens the monsoon
trough. Associated with the improved surface winds is
the better simulated precipitation field (Fig. 5d). The
rainfall in the western North Pacific monsoon trough
and Indian monsoon trough are much enhanced (cf.
Figs. 3d and 5d) and compare favorably with obser-
vations (Fig. 2c).

Although the northeast trades as a whole are im-
proved, the trades in the neighborhood of the Pacific
and Atlantic ITCZs still have some significant discrep-

ancies with the observations. This may be partially re-
lated to the deficiencies in the model’s oversimplifica-
tion of the boundary layer. We should note also that
these regions are confluent zones between the southeast
and northeast trades, even the two datasets (COADS
and ECMWF analysis) show considerable differences
of the surface wind speed in these regions (maximum
discrepancy reaches about 4 m s21).

4. The role of the planetary boundary layer

a. Effects of boundary layer dynamics

The boundary layer processes in the WL93 model
play a critical role in simulating surface winds and con-
vergence. If we remove the boundary layer from the
WL93 model, a Gill-type model results. Even with the
new longwave radiation scheme, the simulated July
mean surface winds and divergence (Fig. 6a) are very
different from those with the boundary layer (Fig. 5a).
The convergence in the ITCZs of the Pacific and At-
lantic Oceans becomes very weak, while excessively
large low-level convergence occurs over the equatorial
Indian Ocean. This suggests that a single-baroclinic-
mode model with self-sustained heating is unable to
reproduce reasonable surface winds over the monsoon
and ITCZ regions.

In the WL93 model, the boundary layer dynamics
includes two major processes. First, the boundary layer



1058 VOLUME 12J O U R N A L O F C L I M A T E

friction induces moisture convergence which supplies
‘‘fuel’’ for the free atmospheric latent heating release.
Second, the boundary layer flow is affected by SST
gradients. To identify the role of the equatorial b-plane
Ekman dynamics on surface wind simulation, we first
neglect SST gradient forcing and boundary layer ther-
modynamics but add a linear slab Ekman layer into a
Gill-type model. The surface geopotential perturbation
is assumed to be the same as that of the lower tropo-
sphere (Wang and Li 1994). The governing equations
for surface winds us and y s are

]u ]Fs 22 byy 5 2 1 F 1 K ¹ u , (4.1)s x H s]t ]x

]y ]Fs 21 byu 5 2 1 F 1 K ¹ y , (4.2)s y H s]t ]y

where F is the lower-tropospheric geopotential pertur-
bation; b and y denote, respectively, the meridional gra-
dient of the Coriolis parameter at the equator and the
meridional distance from the equator (northward is pos-
itive); KH is the horizontal diffusion coefficient (2.5 3
105 m2 s21, Chang 1977), and Fx and Fy represent ver-
tical momentum mixing

1 ]t 1 ]tx yF 5 , F 5 , (4.3)x yr ]z r ]z

where t x, t y denote the vertical turbulent momentum
fluxes which decrease with height z in the frictional
layer (depth H i ) following the empirical formula
(Caughey and Palmer 1979)

2 2z z
t 5 t 1 2 , t 5 t 1 2 , (4.4)x sx y sy1 2 1 2H Hi i

where the surface turbulent momentum fluxes t sx, t sy

are estimated using bulk aerodynamic formula. For sur-
face winds, z/Hi K 1, we have

2t 2C Vsx D sF 5 2 5 2 u ,x srH Hi i

2t 2C Vsy D sF 5 2 5 2 y , (4.5)y srH Hi i

where Vs is the surface resultant wind. If we write Fx

5 2«sus, Fy 5 2«sy s, then «s 5 2CDVs/Hi. Taking CD

5 0.5 1023 (Wu 1969) and Hi 5 1 km, «s averaged0.5V s

over the entire tropical ocean is about 1.8 3 1025 s21,
which is comparable to observations (Blanc 1985). Over
land, due to the large roughness length, the surface fric-
tion coefficient «s is assumed to be doubled if the to-
pography is lower than 500 m and multiplied by a factor
h/500 (h is topographic height in meters) with topog-
raphy higher than 500 m to reflect the mountain friction
(Garratt 1977).

The interaction between boundary layer flow and the
free troposphere is described in the same manner as in
Wang and Li (1994). The low-tropospheric pressure gra-

dient drives the boundary layer flows whose conver-
gence supplies moisture to convection. The latent heat-
ing released in the free-tropospheric convection forces
free-tropospheric circulation and changes the lower-tro-
pospheric pressure; the latter feeds back to the boundary
layer flows. Figure 6b shows the simulated July mean
surface winds and divergence. The divergence fields in
the Indian sector are better simulated comparing with
the Gill model (Fig. 6a). The observed convergence
zones (Fig. 2a) over the Arabian Sea, Bay of Bengal,
and immediately south of the equator are realistically
reproduced. This is due to two reasons. First, the large
boundary layer friction over Indian subcontinent tends
to generate PBL convergence northward of the free-
tropospheric convergence that is shown in Fig. 6a. Sec-
ond, due to the shift of the convergence areas between
the PBL and the free troposphere, the latent heat release
associated with the boundary layer convergence is able
to effectively decrease the lower-tropospheric geopo-
tential through the positive feedback between the con-
vective heating and boundary layer frictional conver-
gence. These two processes have been well demonstrat-
ed for the development of the tropical intraseasonal sys-
tem by Wang and Li (1994).

The boundary layer friction displaces the equatorial
Indian Ocean convergence in the Gill model northward,
yielding a better simulation of the monsoon trough. But,
the ITCZ in the Pacific and Atlantic Oceans remains a
missing feature (Fig. 6b). Comparison of Fig. 5a (with
PBL SST gradient forcing) and Fig. 6b indicates that
the SST gradient forcing dramatically enhances the con-
vergence in the ITCZs of the Pacific and Atlantic
Oceans, because the boundary layer pressure gradient
force induced by meridional SST gradients in each side
of the ITCZ supports stronger meridional wind con-
vergence.

b. Effects of boundary layer thermodynamics

Although the simulation of the ITCZ is much im-
proved after including the SST gradient forcing in the
PBL, a spurious convergence zone appears in the im-
mediate south of the equatorial cold tongues over the
Pacific and Atlantic Oceans (Fig. 5a). As indicated in
section 2, this might be caused by the exaggerated SST
gradient forcing on the surface flows. In original WL93
model, the mixed-layer air temperature is equal to the
underlying SST, which assumes the surface heat flux is
the only important term in the boundary layer. However,
the mixed-layer air temperature is not only affected by
the vertical mixing, but also by advection, longwave
radiation, and horizontal diffusion.

In order to incorporate the above processes into the
PBL thermodynamics, a bulk boundary layer is consid-
ered for simplicity. The governing equation in pressure
coordinates, after use of hydrostatic balance and neglect
of the horizontal advection and vertical turbulent flux
at the top of the PBL, is
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]Fd 1 Dp S ve b b]t

Rrg RDpe 25 F 2 Q 1 K ¹ F , (4.6)T rs H dsp p C3 3 p

where the geopotential thickness Fd 5 Fs 2 Fe; Fe and
Fs stand for the geopotential at the top and bottom of
PBL, respectively; Dpe (5ps 2 pe) is the PBL depth; Sb

the mean static stability parameter in the PBL (Sb 5 0.87
3 1026 m2 s21 ); g, R, and Cp denote, respectively,22Pa

the gravity, gas constant of air, and specific heat at con-
stant pressure; vb the vertical pressure velocity at p3,
which is obtained from the surface winds using continuity
equation; the values of ps, pe, p3 can be found in Fig.
A1; Qrs is the boundary layer longwave radiation heating
rate; and FTs, the surface heat flux, is expressed as

FTs 5 CHVs(T 2 Ts), (4.7)

where CH denotes the bulk sensible heat exchange co-
efficient, which is taken to be 1.3 3 1023 over ocean
(Blanc 1985) and doubled over land in accordance with
larger roughness length.

The model with the new longwave radiation and
boundary layer thermodynamics is referred to as
WLF97. The simulated July mean surface winds and
divergence, sea level geopotential height, and rainfall
are presented in Fig. 7. A comparison of Figs. 5 and 7
would reveal the effects of the PBL thermodynamics.
Inclusion of the PBL thermodynamics improves the sim-
ulation of surface winds primarily in the near-equatorial
regions, where the winds are very sensitive to changes
in surface pressure (Figs. 5b and 7b). The southeast
trades in the southwest Indian Ocean and the cross-
equatorial southeast trades south of the ITCZs in the
eastern Pacific and Atlantic show smaller discrepancies
with observations. The subtle changes in surface winds
can be better seen from the simulated surface divergence
fields (Figs. 5a and 7a). Without PBL thermodynamics
(Fig. 5a), there were spurious surface convergence zones
south of the equator over the eastern Pacific and Atlantic
Oceans that are eliminated by the incorporation of PBL
thermodynamics (Fig. 7a). This can also be seen from
the distributions of the simulated surface geopotential
height (Fig. 7c). For example, over the Indian Ocean,
the pressure ridge along the eastern African coast and
in the equatorial Indian Ocean in Fig. 5c disappears. As
a result, the southeast trades in the southwest Indian
Ocean are enhanced. Similarly, over the eastern equa-
torial Pacific and Atlantic Oceans, the location of the
near-equatorial trough is better simulated (Fig. 7c).

The above improvements over the cold tongue re-
gions and the southwest Indian Ocean are attributed to
the removal of an overestimated SST gradient forcing
on the PBL flows. To demonstrate this, we compute the
PBL geopotential height perturbations in the WL93 and
in the WLF97 model which are compared with the cor-
responding ECMWF analysis in Fig. 8. In the WL93

model, the pressure ridges associated with the under-
lying SST cold tongue are clearly seen over the Somali
coast, and the equatorial eastern Pacific and Atlantic
Oceans (Fig. 8a). They are artifacts of the exaggerated
SST gradient forcing in the slab boundary layer. Ob-
viously, the incorporation of PBL thermodynamics leads
to an improved surface pressure field over the cold
tongue regions (Fig. 8b).

To identify the dominant PBL processes that contrib-
ute to the above improvements, we have conducted ad-
ditional sensitivity experiments. The PBL longwave ra-
diation is found unimportant. After including the hor-
izontal temperature advection and excluding the hori-
zontal diffusion in Eq. (4.6), the modeled results are
very similar with the control run. However, if the ver-
tical temperature advection (the adiabatic term) in Eq.
(4.6) is excluded, the simulated surface convergence and
divergence (figure not shown) are excessively large es-
pecially near the equatorial regions, suggesting that the
PBL adiabatic term is important in this model to offset
the sensible heating effect on PBL air temperature and
in reducing the exaggerated SST gradient forcing on
surface flows. This is because in the surface conver-
gence zones (high SST), the adiabatic cooling associated
with ascending motion acts to cool the boundary layer,
opposing the effect of sensible heating, but in the surface
divergence zones (low SST), the adiabatic warming as-
sociated with descending motion tends to warm the
boundary layer. If we increase the horizontal diffusion
coefficient in Eq. (4.6) from 2.5 3 105 to 4 3 106 m2

s21 (Gill 1982; Seager et al. 1995), even without the
vertical temperature advection, the modeled divergence
and convergence fields near the equator also show sig-
nificant improvement through smoothing the spatial
temperature gradient. We should note, however, the
large horizontal diffusion coefficient of Gill (1982) is
deduced from the midlatitude heat flux transport due to
transient eddies. There is no observed evidence to sup-
port such a large horizontal diffusion coefficient in the
Tropics.

5. Simulation of the annual cycle and interannual
variations of the tropical climate

a. Annual variations

As shown in Fig. 7a, the WLF97 model reproduces
realistic July mean northeast trades and the cross-equa-
torial southeast trades over the Pacific and Atlantic
Oceans. The Atlantic northeast trades extend well into
the Caribbean Sea, which is falsified in most previous
intermediate models. Over the Indian Ocean, the south-
east trades and the southwest monsoons are also sim-
ulated reasonably well. A major discrepancy is found
in the equatorial Indian Ocean where the model pro-
duces a fictitious belt of northward flow along the cen-
tral-eastern equatorial Indian Ocean (Fig. 7b). This re-
duces the surface convergence just south of the equator.
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FIG. 7. Same as in Fig. 3, except with the improved longwave radiation and planetary boundary layer thermodynamics (WLF97 model).
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FIG. 8. (a) The boundary layer geopotential height perturbations from WL93, (b) from WLF97, and (c) from ECMWF analysis. The
contour interval is 10 m for (b) and (c) but 5 m for (a); the areas with values less than 2100 m are shaded.

Another discrepancy in wind simulation is found over
the southern Pacific subtropical region: the easterlies
were excessively strong. This is due to the lack of bar-
oclinic eddies in the model. In July, these transients are
active in the southern subtropical region, which trans-
port westerly momentum toward the Tropics. The large-
scale tropical rainfall pattern (Fig. 7d) bears resem-
blance to observations (Fig. 2c). Over Africa, the mod-
eled rainfall is centered at the Northern Hemisphere, but
confined to south of 158N. The amounts of rainfall in
the western North Pacific monsoon trough, SPCZ, and
ITCZ are comparable with the observations.

The January mean climate reproduced by the WLF97
model is presented in Fig. 9. In general, the trades over
the Atlantic and Pacific and the monsoons over the In-

dian Ocean and the western Pacific, along with the major
oceanic convergence zones, are well captured. A major
discrepancy is the missing westerlies in the North Pacific
subtropics (north of 208N), which is due to the lack of
midlatitude westerly transient effects in the model. The
simulated rainfall pattern in January (Fig. 9d), including
the heavy rainfall over Southern Africa, the South Indian
ocean convergence zone, SPCZ, and South America and
the ITCZ is comparable with Xie and Arkin’s (1996)
analysis (Fig. 9c).

For coupled atmosphere–ocean climate models, ac-
curate simulation of equatorial winds is critical. In Figs.
10a,b, we compare observed and simulated annual vari-
ations of equatorial zonal winds. The all-year-round
westerlies in the eastern Indian Ocean and the annual
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FIG. 9. (a) Simulated surface winds and divergence, (b) the differences between the modeled surface winds and observations, (c) observed,
and (d) simulated precipitations in January. The observed winds and precipitation are, respectively, from Sadler et al. (1987) and Xie and
Arkin (1996). The model used is WLF97.
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FIG. 10. (a) Observed and (b) simulated zonal flows, and (c) observed and (d) simulated meridional flows at the equator as functions of
longitude and time. Contour interval is 1 m s21 (shading for the westerly and southerly winds).
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reversal of monsoons in the western Indian Ocean are
reproduced faithfully, but the simulated equatorial sum-
mer westerlies along the equatorial Indian Ocean are
stronger than the observed. In the western Pacific, the
zonal wind reversal between summer easterlies and win-
ter westerlies is well captured except that the boreal
spring transition occurs one to two months earlier. Over
the central Pacific (1808–1308W), the weakest easterlies
in boreal spring are well modeled. A major discrepancy
is seen near the South American coast where the sim-
ulated westerlies are much too strong throughout the
year. In the Atlantic sector, the all-year-round coastal
westerlies over Gulf of Guinea and the weakest boreal
spring trades in the equatorial Atlantic are realistic, but
the April–May westerlies are not observed. The same
problem occurs in Seager and Zebiak’s (1995) simula-
tion.

Figures 10c,d compare the observed and simulated
cross-equatorial winds. The overall performance ap-
pears to be better than the zonal wind component. The
meridional winds are controlled by hemispheric thermal
contrast while the zonal winds are controlled by lon-
gitudinal contrast between the ocean and land. The latter
are more difficult to handle in the model. An interesting
feature is the establishment of southerlies in the Eastern
Hemisphere occurs progressively later from African
coasts eastward to the date line. In the Western Hemi-
sphere, the northward wind persists throughout the year,
implying that the ITCZ is always located in the Northern
Hemisphere. All the above basic features along with the
timing of maximum northward cross-equatorial flows in
three tropical oceans are well simulated. Because the
cross-equatorial meridional wind component is argued
to be critical to the annual evolution of the cold tongue–
ITCZ complex (Mitchell and Wallace 1992; Wang
1994), the faithful simulation of the cross-equatorial
flow over the eastern Pacific with this intermediate at-
mospheric model provides an improved simulation of
the cold tongue annual cycle when it is coupled with
an ocean model.

b. Interannual variations

Since the strongest interannual variations of the SST
over the Tropics are located in the eastern tropical Pa-
cific, in the following experiment, only the interannual
variations of SST over the tropical Pacific are consid-
ered. Outside the tropical Pacific, the underlying surface
temperature keeps a fixed annual cycle. The anomalous
SST forcing is derived from ECMWF analysis. The
cloud cover used here contains the climatological annual
cycle, but not the interannual variations.

Figure 11 presents the model simulated equatorial
zonal wind and rainfall anomalies in comparison with
the observed equatorial zonal wind (ECMWF analysis)
and OLR anomalies. Evidently, the large-scale wind and
rainfall anomalies are well captured in both the warm
(1986–87, 1991–92) and cold (1988–89) phases. The

rainfall anomalies, representing atmospheric heat sourc-
es, are located to the west of the SST anomalies in both
the observation and simulation. The spatial distributions
of simulated surface wind and rainfall anomalies over
the tropical Pacific are presented in Fig. 12 along with
the observed counterparts (here, the negative OLR
anomaly is used to surrogate positive rainfall anomaly).
The 3-month mean for August, September, and October
in 1987 has been taken as the representative of the peak
warm phase during which the observed anomalous
winds converge to the warm SST mainly from the west
and north. The observed anomalies over the southeast
Pacific near the model boundary are not reproducible
in the model. These anomalies may arise from the mid-
latitude influences.

The simulated atmospheric anomalous heating rep-
resented by the anomalous precipitation exhibits obvi-
ously westward shifts from the underlying SST anom-
alies. The modeled surface wind anomalies also show
strong asymmetry with respect to the equator and be-
tween the east and west. These phenomena are captured
by this model mainly because the zonal moisture gra-
dient and the dependence of convective heating on total
SST have been better represented.

6. Summary

Tropical atmospheric climate model with intermediate
complexity (intermediate tropical climate model) is
characterized by its relevance to the essential climate
dynamics, high computational efficiency, and capability
of realistic simulations of the key variables for the cou-
pled climate system. Adequate description of all but
only essential physical processes under the constraints
of a limited degree of freedom is the principle of de-
veloping the intermediate models. Along this line, we
have identified two major problems with the existing
intermediate climate models: inadequate representation
of cloud-longwave radiational forcing and the boundary
layer SST gradient forcing.

We have demonstrated that the cloud-longwave ra-
diational forcing should be regarded as an important
driving force for tropical surface winds in addition to
convective heating and PBL SST gradient forcing. It is
an important forcing for the formation of the subtropical
high–northeast trades and monsoon trough–southwest-
erly monsoons. The popularly used Newtonian cooling
formulation in previous intermediate models is shown
to be particularly inadequate over the trade wind regions
with high SST and low cloud fractions (such as the
western North Pacific and Atlantic Oceans) and over
the monsoon regions with heavy rainfall (such as the
South Asia and western Pacific monsoon troughs). Be-
sides, the PBL dynamics (frictional convergence) acts
to effectively lower the surface pressure through the
positive feedback between the convective heating and
boundary layer frictional convergence in the rainy re-
gion; the PBL thermodynamic processes, primarily the
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FIG. 11. (a) Observed OLR (with 10 W m22 contour interval, shading for negative anomalies) and zonal wind anomalies (exceeding 0.5 m s21).
(b) Simulated rainfall (with 2 mm day21 contour interval, shading for positive anomalies) and zonal wind anomalies (exceeding 0.5 m s21) at the
Pacific equator from 1985 to 1992. The observed OLR and wind anomalies are, respectively, from COADS and ECMWF analysis.

surface sensible heat flux and vertical temperature ad-
vection, are shown to play a significant role in realistic
simulations of the intertropical convergence zone
(ITCZ) and the surface winds and divergence near the
equatorial cold tongue.

The dynamics of the improved intermediate tropical
climate model features active interactions between the
free troposphere and PBL flows. The PBL flows that
are affected by surface heat flux play a dominant role
in supplying moist static energy for the latent heat re-
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FIG. 12. (a) Observed SST anomalies (from ECMWF analysis) with 0.58C contour interval and shading for anomalies larger than 18C.
(b) The observed surface wind and OLR anomalies. The OLR contour interval is 5 W m22. Shading indicates OLR anomalies below 25
W m22. (c) The simulated surface wind and precipitation anomalies with the WLF97 model. The contour interval for precipitation is 1 mm
day21 and the areas larger than 1 mm day21 are shaded. The anomalies are averaged for the period of August–October of 1987 (a warm
event).

lease in the free troposphere. The heat source associated
with the latent heat release and the heat sink associated
with the longwave radiation cooling act together to drive
the free troposphere circulations. The change of free
tropospheric pressure along with the PBL SST gradient
forcing and friction determines the PBL thermal struc-
ture and drives the PBL flows.

The model’s capability of reproducing both the cli-
matology and interannual variations in surface winds,
SLP, and rainfall has been significantly improved, in
particular, the summer hemisphere subtropical high and
trade winds, the monsoon trough and associated west-
erly winds, the annual cycle of the equatorial zonal and

cross-equatorial winds, and the anomalous winds and
rainfall associated with the interannual variations of
SST. Note, however, that longwave radiation in the pres-
ent model is not interactive with the model’s clouds. A
necessary step in the near future is to describe inter-
active cloud-longwave radiation forcing. A simple cloud
parameterization scheme such as that of Slingo and Slin-
go (1988) may offer a hope especially for the deep
convective clouds, while the low-level clouds are pop-
ularly parameterized as a function of the modeled in-
version strength in the GCMs. With this intermediate
model it is hard to correctly simulate the PBL top in-
version strength due to its linear dynamics and coarse
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FIG. A1. The model’s vertical structure for longwave radiation
scheme. Note that RA and RB [Eqs. (A2), (A3)] in this figure represent
the local values, and the same symbol (RA or RB) at different places
does not necessarily have the same value.

vertical resolution. However, observations (Oreopoulos
and Davies 1993; Klein and Hartmann 1993; Norris and
Leovy 1994) indicate that the low-level clouds have
good correlation with the underlying SST and diver-
gence in both seasonal and interannual timescales. The
parameterization of stratocumulus using SST has shown
some success in the simple air–sea coupled model of
Li and Philander (1996). The WLF97 model is currently
coupled with an intermediate ocean model (Wang et al.
1995) over the tropical Pacific Ocean. This coupling
requires high accuracy in equatorial surface wind stress
and associated convergence and rainfall. The coupled
model’s performance on simulating annual cycle and
ENSO variability will be assessed and reported later.
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APPENDIX

Longwave Radiation Scheme

The longwave radiation scheme of Arakawa et al.
(1969) is briefly described in this appendix. Our model’s
vertical structure is shown in Fig. A1.

At a given level i (pu, pe, ps), the net upward long-
wave radiation flux can be expressed as

Ri 5 1 ,i iR RA B (A1)

where is the radiative flux downward from the at-iRA

mosphere above the level i, is the flux from below.iRB

They are, respectively, expressed as

i 4R 5 sT j , (A2)A i A

i 4 4R 5 s(T 2 T )j , (A3)B s i B

where s is the Stefan–Boltzman constant (5.6676 3
1028 W m22 C24), and the empirical atmospheric trans-
mission functions jA and jB are given by

j 5 j(m 2 m ), (A4)A ` i

1 1 j(m )i
j 5 , (A5)B 2

where j (mi) 5 1/(1 1 1.75 ), and mi is the effective0.416mi

water vapor amount per unit area (g cm22) in the vertical
column below a given level i,

ps1 p
m 5 q dp, (A6)i E 1 2g pspi

where specific humidity q is assumed to decay expo-
nentially with height as in Wang (1988).

Under clear-sky condition, using Eqs. (A1)–(A5), we
can get the net upward longwave radiative fluxes Ra at
pu, pe, and ps, which are represented by , and ,u e sR R Ra a a

respectively, as

u 4R 5 0.82 sT j(m 2 m )a u ` u[
1 1 j(m )u4 41 (sT 2 sT ) , (A7.1)s u ]2

e 4R 5 0.736 sT j(m 2 m )a e ` e[
1 1 j(m )e4 41 (sT 2 sT ) , (A7.2)s e ]2

s 4 0.5R 5 sT {0.6[j(m )] 2 0.1}, (A7.3)a s `

where Ts, Te, and Tu are the temperature at ps, pe, and
pu respectively; m`, mu and me are the effective water
vapor amounts below the top of atmosphere, pu, and pe,
respectively. The coefficients (0.82, 0.736) in , ,u eR Ra a

and the modified surface net upward radiative flux sRa

are empirically introduced to consider the CO2 effects
on the longwave radiation fluxes which are not included
in Eqs. (A1)–(A3).

Under fully cloudy sky situations, three sets of for-
mulations are presented for three-type clouds in the
model. All clouds are treated as opaque blackbodies
(assuming the cloud optical depths are large enough, so
that longwave radiation cannot penetrate the clouds).
After using Eqs. (A1)–(A5) and referring to Fig. A1,
we can get the net upward radiative fluxes Rc at pu, pe

and ps for deep convective cloud:
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u 4R 5 0.82 sT j(m 2 m )c u ` u[
1 1 j(m 2 m )u 14 41 (sT 2 sT ) , (A8.1)1 u ]2

1 1 j(m )ee 4 4R 5 0.736(sT 2 sT ) , (A8.2)c s e 2

1 1 3j(m )es 4 4R 5 0.85(sT 2 sT ) , (A8.3)c s e 4

for middle cloud:

u 4R 5 0.82 sT j(m 2 m )c u ` u[
1 1 j(m 2 m )u 24 41 (sT 2 sT ) , (A9.1)2 u ]2

1 1 j(m )ee 4 4R 5 0.736(sT 2 sT ) , (A9.2)c s e 2

1 1 3j(m )es 4 4R 5 0.85(sT 2 sT ) , (A9.3)c s e 4

and for low cloud:

u 4R 5 0.82 sT j(m 2 m )c u ` u[
1 1 j(m 2 m )u e4 41 (sT 2 sT ) , (A10.1)e u ]2

e 4R 5 0.736[sT j(m 2 m )]/2, (A10.2)c e ` e

1 1 3j(m )es 4 4R 5 0.85(sT 2 sT ) ,c s e 4

where m1 and m2 are the effective water vapor amounts
below p1 and p2, respectively; the T2 and T3 are the
modeled temperature at p2 and p3. In this study, Te, T1,
and Tu are interpolated from T3 and T2 with the as-
sumption that potential temperature u is linear function
of pk (Gates et al. 1971), where k 5 R/Cp, R and Cp

denote the gas constant of air and the specific heat at
constant pressure. As in the clear-sky case, the coeffi-
cients (0.82, 0.736, 0.85) and the modifications to sur-
face net upward longwave radiation flux are intro-sRc

duced to consider the CO2 effects. The flux at pe for
the low cloud is divided by two because the low-cloud
top is assumed to be an irregular surface lying half-
above, half-below level pe.

In partly cloudy situations, the net upward longwave
radiation flux at level i is expressed as

Ri 5 (1 2 cl) 1 cl ,i iR Ra c (A11)

where cl denotes cloud fractions. The free tropospheric
longwave radiative heating rate is

1
e uQ 5 (R 2 R ), (A12)r mu

where mu is the weight per unit area (kg m22) of the
air column from the top of the boundary layer at pe to
the top of the troposphere at pu; and Re and Ru are the
net upward radiative fluxes at pe and pu, respectively.
In a similar manner, one can express the boundary layer
radiative heating.
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