
Submesoscale‐Permitting Physical/Biogeochemical Future
Projections for the Main Hawaiian Islands
T. Friedrich1,2 , B. S. Powell1, J. L. Gunnarson1 , G. Liu1, S. F. Giardina1, M. F. Stuecker1,3 ,
L. Hošeková1, K. Feloy1 , and C. A. Stock4
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Abstract Global climate models provide useful tools to forecast large‐scale anthropogenic trends and the
impacts on ocean physics and marine biology and chemistry. Due to coarse spatial resolution, they typically lack
the ability to represent important regional processes while underestimating mesoscale variability and vertical
mixing. This means they provide limited value when it comes to regional climate projections. We developed a
regional submesoscale‐permitting physical/biogeochemical model to dynamically downscale the output of a
CMIP6 Earth System Model for three different Socioeconomic Pathways for the main Hawaiian Islands. We
describe the methodology for downscaling the CMIP6 ocean physics and biogeochemistry along with
atmospheric conditions in order to offline nest a regional model. We expect the large‐scale spatial and temporal
features of the global model to be retained by the regional model, while adding representation of the regional
processes that are crucial to understanding climate change on a local scale. We compare the regional model
representation against both observed data and a regional reanalysis over the first two decades of the century. We
show that the regional model maintains the large‐scale trends and interannual variability provided by the CMIP6
model while well‐representing the regional dynamics that drive the short‐term variability. To better illustrate the
benefit of the downscaling, we present preliminary analysis of the downscaled results to examine climate
impacts on the island corals that are not resolved by the global models. This analysis reveals that coastal corals
are likely to experience unprecedented ocean acidification and substantial warming over the course of the
century.

Plain Language Summary Climate models play an important role in projecting the changes in the
ocean that may result from human‐induced climate change; however, these models lack the ability to represent
critical features important to regional localities. This means that high‐resolution regional models are required to
understand the impacts of climate change important to local communities. We describe how to downscale
climate model solutions such that they can be used by high‐resolution regional models to project local impacts of
climate change. Our application is for the main Hawaiian Islands in the Pacific ocean that are highly dynamic
but are missing from climate models. We also provide preliminary results of these projections that show
regional impact on the island corals due to climate change.

1. Introduction
Recent projections carried out by the Coupled Model Intercomparison Project phase 6 (CMIP6) global climate
models (Eyring et al., 2016) project potentially harmful changes to physical and biogeochemical ocean conditions
in the North Pacific Subtropical Gyre (NPSG) (Kwiatkowski et al., 2020). Warming is leading to more severe
ocean heat stress (Frölicher et al., 2018) as well as a stronger stratification of the upper water column. Increasing
atmospheric CO2 concentration is lowering the near‐surface pH and the calcium carbonate saturation state
(Kleypas et al., 1999; Orr et al., 2005). Data gathered by the Hawaiʻi Ocean Timeseries (HOT) program (Karl &
Lukas, 1996) and at Station ALOHA (Karl & Church, 2018) to the north of the main Hawaiian Islands have
documented these processes. These data reveal that fromOctober 1988 to December 2020 sea surface temperature
(SST) has increased by ∼0.79°C, surface aragonite saturation has decreased by ∼0.26, and pH has decreased by
∼0.037 (Dore et al., 2009) (available from: https://hahana.soest.hawaii.edu/hot/hotco2/HOT_surface_CO2.txt;
last visited on 9 November 2023).

Global Climate Model (GCM) projections are crucial when it comes to projecting the response to human‐induced
climate change, and CMIP6 represents the most current collaborative effort to conduct climate change
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simulations. These simulation results are most reliable when large spatial and long temporal scales are considered;
however, relevant processes such as the impact of eddies on the larger‐scale flow have to be parametrized. While
these parameterizations do well at the global scale, they have been shown to be inadequate at regional‐scales
(Bahl et al., 2020; Lévy et al., 2018; McGillicuddy Jr, 2016). This has a feedback on the global scale and the
underestimate of eddy mixing in GCMs has been shown to significantly underestimate primary productivity
(Couespel et al., 2021). At smaller regional scales, global models lack the spatio–temporal resolution necessary to
adequately represent critical small‐scale dynamics such as eddy mixing, entrainment, and advection of biogeo-
chemistry, frontal convergence and divergence, coastal processes, trapped waves, effects of tides, etc. These
processes are absolutely essential to understanding regional physics and biogeochemistry, but more importantly,
how these processes will potentially mitigate or enhance the large‐scale signals imposed on the region by a
changing climate. These processes will be crucial for understanding how and why some localized regions are
refugia while others are not. Nesting regional ocean models in GCMs has emerged as a necessary tool to
dynamically downscale results to examine dominant regional processes and features as shown in the California
Current System (Gruber et al., 2012; Hauri et al., 2013; Siedlecki, Pilcher, et al., 2021), the Bering Sea (Pilcher
et al., 2022), the Gulf of Maine (Siedlecki, Salisbury, et al., 2021), the Canadian Pacific continental margin
(Holdsworth et al., 2021), and others. Please see Drenkard et al. (2021) for a comprehensive overview.

In this study, we extend these dynamical climate‐change downscaling efforts to the waters around the main
Hawaiian Islands (MHI). The MHI encompass the eight easternmost islands of the Hawaiian–Emperor seamount
chain (Ni'ihau, Kaua'i, O'ahu, Moloka'i, Lana'i, Maui, Kaho'olawe, and Hawai'i, Figure 1). TheMHI have a strong
gradient in biological abundance from oligotrophic waters over the abyssal plain to biologically diverse coral reef
ecosystems surrounding the islands. This biodiversity is critical to the islands from the commercial fishing of
pelagic tuna and swordfish to the coral reefs that provide coastal protection, marine life sustenance, and are an
important component of cultural values.

Hawai'i sits on the southern portion of the return flow of the NPSG and the permanent thermocline of the NPSG
creates an oligotrophic regime (Karl & Church, 2017). The Hawaiian archipelago exerts significant influence on
the climate of the North Pacific ocean (Xie et al., 2001). The Hawaiian Islands are steep mountains rising from the
abyssal floor to over 4 km above sea‐level. They disrupt both the north‐east trade winds and the westward flowing
North Equatorial Current (NEC, Figure 1). The trade‐wind driven NEC impinges upon the Hawaiian Islands at
lower latitudes resulting in the northwestward flowing North Hawaiian Ridge Current (NHRC) to the north of the
islands and a westward continuation of the NEC in the southern part of the domain (Lumpkin & Flament, 2013).

Strong winds forced between the islands result in regions of increased wind‐stress curl in the lee of the islands
(Chavanne et al., 2002). Further west, these winds coalesce to form a wake that extends for 3,000 km behind the
islands (Xie et al., 2001). These wind‐stress patterns drive the eastward Hawaii Lee Countercurrent (HLCC) west
of the island of Hawai'i that is redirected to the north as the Hawaii Lee Current (HLC) on the southern side of the
islands (Figure 1). The strong shear zone between the NEC and the HLCC (Qiu & Durland, 2002; Xie et al., 2001)
makes the Hawaiian Islands a strong driver for mesoscale and submesoscale activities. In the lee of the islands,
strong cyclonic and anticyclonic eddies are formed (Calil et al., 2008; Nencioli et al., 2008). Further west of the
islands, the lateral shear between the NEC and HLCC drives baroclinic instabilities that form anticyclonic eddies
at a regular frequency (Yoshida et al., 2010). Cyclonic eddies have been shown to have a strong effect on nutrient
availability, productivity and ecosystem composition in this region (Brown et al., 2008; Friedrich et al., 2021;
Nencioli et al., 2008; Rii et al., 2008). By comparison, anticyclonic eddies can increase the abundance of N2‐
fixing microorganisms (Böttjer et al., 2017; Church et al., 2009). Furthermore, the straining of water masses that
occurs on the fronts of eddies can result in a spin up of a vertical circulation cells (Calil & Richards, 2010;
Mahadevan, 2016) which can also affect primary productivity and marine carbon cycle by acting on vertical
nutrient and carbon gradients.

In addition to vertical displacement in the core of eddies and mixing along their fronts, internal waves drive
substantial displacement and mixing around the islands. The Hawaiian archipelago is an important site of bar-
otropic tidal dissipation with estimates of 2.7 GW just along the Ka'ena Ridge fromM2 alone (Carter et al., 2008).
This dissipation is due to the ridges of the archipelago situated orthogonally to the propagation of the M2 that
results in pronounced semidiurnal baroclinic tides radiating from the ridges (Carter et al., 2008; Dushaw
et al., 1995; Ray & Mitchum, 1996, 1997). The dissipation of tidal energy is a regular process and can induce
horizontal and vertical transport of biogeochemical tracers (Jan & Chen, 2009; Macías et al., 2007).
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All of these processes create a dynamically diverse region with scales varying from planetary (NEC) to sub-
mesoscale fronts around the islands that drive substantial natural variability of physical and biogeochemical ocean
conditions that can vary differently from the larger‐scale climate trends. Fine‐scale vertical transport locally alters
the large‐scale trend toward increasing stratification (Couespel et al., 2021) mitigating the effects regionally.
Coarse‐resolution GCMs are incapable of resolving or parameterizing these processes. Understanding the
complexities of the spatial gradients in biodiversity as well as the range of dynamical processes around Hawai'i
(from winds and ocean circulation to coastal and pelagic ecosystem dynamics and connectivity) requires a
regional model of high spatial and temporal resolution.

While regional models nested within GCMs provide the necessary resolution to capture the processes, they must
maintain balance with the large‐scale flow (planetary Sverdrup flows, mean currents, etc.), long‐time variability
(annual cycle, inter‐annual variability, decadal variability), and trends (climate warming, acidification, deoxy-
genation, etc.).

In this paper, we present the methods required to offline nest a previously developed, high‐resolution regional
physical/biogeochemical model (Friedrich et al., 2021) of Hawai'i within a GCM. We will nest within CMIP6
CESM2 model output of differing emission scenarios. We have previously shown (Friedrich et al., 2021) that this
regional model has skill at resolving all of the dominant processes described: the model represents the eddy effects
on the physics (Souza et al., 2015) and biogeochemistry as compared to the observed biology (Brown et al., 2008;
Nencioli et al., 2008; Rii et al., 2008); it captures the effects of eddies on coral reef connectivity (Wong‐Ala
et al., 2018) and fish aggregation (Leitner et al., 2021); it well captures the spatial extend of the island mass effect
(Gove et al., 2016) as compared to satellite chlorophyll; and, it captures the internal tide generation and prop-
agation (Powell et al., 2012).

Figure 1. Domain of regional ROMS/COBALT model (dashed rectangular). A snapshot of monthly mean SST (°C) is shown for CESM2 (upper panel) and ROMS/
COBALT (inlay) to illustrate the location of the model domain as well as different horizontal model resolutions. CESM2 does not represent the islands of Hawai'i,
merely one rectangular island. The cross indicates the location of Station ALOHA. Arrows indicate a schematic map of the mean currents around Hawai'i. Please see text
for details.
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We have three expectations with this paper. First, we develop a dynamical downscaling effort to resolve processes
critically important to physical and biogeochemical dynamics in our domain. Second, as described above, we
must ensure that the downscaling method allows for regional dynamics to evolve while maintaining parity with
the large‐scale variability and trends. Finally, with successful results of the first two, we aim to provide a pre-
liminary analysis of the downscaled results to examine climate impacts on the island corals that are not resolved
by the global models.

This paper serves as the methodology and validation of the downscaling method and its application to a regional
model of Hawai'i, and it will serve as the basis for other scientific studies aimed at identifying the importance and
evolution of regional Hawaiian processes in the context of large‐scale anthropogenic climate change. The
downscaled model is intended to ultimately provide robust, high‐resolution projections of changing ocean
physics, biological productivity, and carbonate chemistry conditions for Hawaiian waters.

2. Methods
We have developed a methodology to downscale forcing from five separate CMIP6 projections from 2000 to
2100 using three different Shared Socioeconomic Pathways (SSP) scenarios. In all cases, the Community Earth
System Model version 2 (CESM2) is used as the GCM. We use the CESM2 atmospheric, oceanic, and
biogeochemical fields (with some caveats below) around the MHI (see Figure 1) to force our regional model. The
regional model is based on the Regional Ocean Modeling System (ROMS) online coupled with the Carbon,
Ocean Biogeochemistry and Lower Trophics (COBALT) ecosystemmodel as described in Friedrich et al. (2021).

2.1. Global Model

The CESM2 is a state‐of‐the‐art, coupled Earth system model with active biogeochemistry (Danabasoglu
et al., 2020). The model incorporates the Community Atmosphere Model version 6 and Parallel Ocean Program
version 2 ocean model, both on ∼1° horizontal grids, as well as coupled land, sea ice, wave, marine biogeo-
chemical, and river runoff models. The CESM2 large ensemble (LE) consists of 100 ensemble members covering
the period 1850–2100 using CMIP6 historical and Shared Socioeconomic Pathways (SSP) 3–7.0 forcing pro-
tocols (Rodgers et al., 2021). The SSP3–‐7.0 scenario, which has a high level of emissions (O’Neill et al., 2016),
was chosen to investigate forced changes in climate variability. Two different methods were used to initialize the
CESM2‐LE ensemble members. Four groups of 20 ensemble members were initialized at different years of the
CESM2 preindustrial control simulation corresponding to different states of the Atlantic meridional overturning
circulation. Within each group of 20, the ensemble spread was created by introducing small, random atmospheric
temperature perturbations. Another group of 20 members was initialized from different years of the control
simulation (at 10‐year intervals from years 1001 to 1091). Fifty ensemble members were run with a smoothed
biomass burning modification to the CMIP6 historical forcing.

For this regional downscaling effort, we chose three ensemble members to downscale for the MHI region using
several criteria to ensure different realizations of internal climate variability. We chose the first ensemble member
to most closely match the observed temporal standard deviation of area‐averaged monthly SST anomalies (σ
(SSTobs)) and June‐July‐August trade wind strength anomalies (σ(Uobs), represented by the wind speed magnitude
at the 10‐m level, ∣U10∣) in the ERA5 reanalysis (Hersbach et al., 2020) over the time period 1979–2020 in a
rectangle surrounding the MHI (Figure 1). We normalized the SST and ∣U10∣ standard deviations for each
ensemble member (σ(SSTi), σ(Ui)) by subtracting the observed standard deviations and then dividing by the
ensemble mean standard deviations for each variable (〈σ(SST )〉, 〈σ(U)〉) and calculated the total deviation for
each ensemble member (Δi) as the sum of the two weighted differences:

Δi =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

(
σ(SSTi) − σ(SSTobs)

〈σ(SST)〉
)

2

+ (
σ(Ui) − σ(Uobs)

〈σ(U)〉
)

2
√

(1)

Member LE2–1301.009 exhibits the smallest deviation from the observational records and was selected as the
first simulation.

The other two members were selected based on their SST anomaly variance in the Niño3.4 region. The El Niño
Southern Oscillation (ENSO) has numerous effects on atmospheric and ocean conditions in our domain. Most
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relevant for our simulations are arguably the impacts on winds and temperatures. Trade winds typically weaken
during El Niño conditions resulting in decreased momentum transfer to the surface ocean as well as reduced wind
shear around the islands which has the potential to affect ocean currents and eddy generation. Furthermore, latent
heat fluxes are reduced. ENSO related SST anomalies (September–February) are generally characterized by a
dipole pattern across our domain (Webb & Magi, 2022) with warmer‐than‐normal SSTs in the south‐eastern part
during El Niño conditions. As a consequence, in “quiet ENSO” periods, we can expect weaker impacts on SSTs
and winds in Hawaiian waters, whereas during “active ENSO” periods we expect stronger effects. Accordingly,
we selected ensemble members with the highest (member LE2–1231.003) and lowest (member LE2–1231.010)
Niño3.4 SST anomaly variances respectively, representing the high and low extremes of ENSO‐related tropical
climate variability in the CESM2‐LE during this time period. The warming related ensemble‐mean ENSO SST
variance peaks during the decades 2041–2070 for the CESM2 Large Ensemble (see Figure 4 in Maher
et al. (2022)). Hence, this period is used as a reference to select the members that have maximum and minimum
variance at the peak of the ensemble‐mean Niño3.4 variance representing the highest ENSO variance possible in
the entire run of the model.

In addition to the three SSP3–7.0 ensemble members, two other SSP scenarios were investigated and modeled to
evaluate the overall range of potential climate change. Output from a low‐emission (SSP1–2.6) and a moderate‐
emission (SSP2–4.5) CESM2 simulation were downloaded from the CMIP6 archive to derive boundary condi-
tions and forcing for our regional projections. It should be noted that although it would have been desirable to
utilize more ensemble members for the lower emission scenarios, it would have been computationally too costly
to conduct more than five one hundred year long simulations.

Once the climate scenarios and data were selected, the first step before beginning the downscaling was to ensure
that the CESM2 simulations resolved the large‐scale processes that are crucial to the MHI region. As discussed
earlier, theMHI create a pronounced disruption to the climate of the subtropical Pacific. For our regional model to
simulate these dynamics, the global model needs to capture the large‐scale patterns that are disrupted. This re-
quires that the north‐easterly trade‐winds are well represented in the global model. As can be seen in Figure 2a, the
time‐averaged (2000–2020) winds simulated by CESM2 around the MHI are dominated by a north‐easterly
direction with wind speeds of 5–8 m s− 1. CESM2 represents the MHI with a single island mass that only rea-
ches a maximum elevation of ∼200 m. For comparison, the two mountains of the island of Hawai'i have ele-
vations of 4,207 and 4,169 m, and the mountain on the island of Maui reaches 3,055 m in height. This means that
the wind field of CESM2 represents winds across an open ocean rather than around the islands.

As the MHI lie in the southern extent of the NPSG, another requirement is that the location and strength of the
NPSG is represented, particularly with the NEC that is obstructed by the MHI. In addition, the sub‐ to tropical
Pacific contains a number of flows and counter flows as part of the planetary circulation (Qiu & Chen, 2010; Qiu
et al., 2013). The most important of these for the Hawaiian domain are the NEC and the HLCC that brings warm
waters from the Philippine Sea to Hawai'i (Figure 2b) (Lumpkin & Flament, 2013; Qiu & Durland, 2002). While
the strength and variability of the representation of these large‐scale flows may vary between projections, both of
these currents are represented by each of the CESM2 projections selected (Figure 2c). The flows are shifted
slightly equatorward as compared to observed patterns; however, the overall flow patterns in strength and di-
rection are represented by CESM2.

Figure 2. (a) Mean (2000–2020, LE2–1301.009) CESM2 10 m wind (m s− 1). (b) Mean (2011–2020) AVISO geostrophic currents (m s− 1). (c) Mean (2000–2020, LE2–
1301.009) CESM2 surface currents in m s− 1. Every second (fourth) vector is shown for CESM2 (AVISO) for clarity.
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In addition to the large‐scale mean currents, we expect that the CESM2 projections well represent the interannual
climate variability of the Pacific, particularly the dominant ENSO signal. We examine the CESM2 projections by
comparing the Oceanic Niño Index (ONI; Glantz & Ramirez, 2020) to determine El Niño events over the past
85 years and compare to the next 85 years. Following the National Center for Atmospheric Research, El Niño
events are classified by an ONI value of 0.5°C or higher for five consecutive 3‐month running means (Glantz &
Ramirez, 2020) with weak/moderate events being characterized by an ONI between 0.5 and 1.5°C whereas an
ONI > 1.5°C indicates strong/very strong events. We compare the past century for each CESM2 integration with
the NOAA SST product.

Since the climate fluctuations in the historical period of a climate change projection are not expected to coincide
with the timing of observed fluctuations, we focus on the number and strength of ENSO events over a common
period.

We examined the historical period from 1935 to 2020 calculating ONI from the CESM2 projections and the
NOAA SST (Huang et al., 2017). NOAA SST derived ONI reveals 10 strong/very strong (S/VS) events and 12
weak/moderate (W/M) events occurred (Table 1). The CESM2 projections were consistent, revealing 13–16 S/
VS events and 7–12 W/M events. This suggests that the models have a similar frequency and strength of ENSO
variability as observed.

These calculations were also done for the future time period (2015–2100) of all simulations (Table 1). The 3
SSP3–7.0 runs had an average of 19 S/VS events, and 11W/M events. The SSP2–4.5 run had 23 S/VS events, and
8 W/M events, and the SSP1–2.6 run had 17 S/VS events and 10 W/M events. For the 3 SSP3–7.0 runs, there was
an overall increase of 22.97% in total events. In the SSP2–4.5 (SSP1–2.6) run, this increase amounts to 34.78%
(12.50%).

An analysis of spatial patterns of the El Niño events was also performed to describe Eastern Pacific (EP) and
Central Pacific (CP) events. Determinations were done using the three methods described in Yu et al. (2012); EP/
CP method, Niño3/4 Method, and EMI method. The Trans‐Niño index was also used as an additional metric for
determining EP/CP events. For the past period, the division was in the order of 40%–50% EP and 50%–60% CP
depending on the model simulation. For the future, the division is projected to be 36% EP and 64% CP for the 3
SSP3–7.0 runs and 40% EP and 60% CP for the other two scenarios. More details on the representation of ENSO
in CESM2 and as well as the simulated ENSO teleconnections can be found in Danabasoglu et al. (2020).

These results give us confidence that the CESM2 simulations provide a good representation of the planetary
signals required to force a regional simulation of theMHI.We now turn to comparing general outcomes from each
of the CESM2 projection. Table 2 provides an overview of surface temperature and pH changes for the different
CESM2 simulations utilized in the study. The SSP3–7.0 scenarios result in a simulated global 2 m air temperature
increase of 3.88–4.04°C over the course of the 21st century and an associated global SST increase of 2.06–2.11°C.
The corresponding values for the SSP2–4.5 and SSP1–2.6 scenarios are 2.84 and 1.78°C (2 m air temperature)
and 1.55 and 1.00°C (SST), respectively. SST changes for our model domain range from 1.64°C (SSP1–2.6) to

Table 1
Overview of ENSO Events Based on the Oceanic Niño Index (ONI) for the NOAA SST Record and the Community Earth System Model 2 (CESM2) Simulations Used for
Our Regional Projections

SST data 1935–2020 2015–2100

Source
Strong/very strong
(ONI > 1.5°C)

Weak/moderate (0.5°
C < ONI ≤ 1.5°C)

Strong/very strong
(ONI > 1.5°C)

Weak/moderate (0.5°
C < ONI ≤ 1.5°C)

NOAA 10 12 N.A. N.A.

LE2–1301.009 15 10 20 15

LE2–1231.003 15 9 22 7

LE2–1231.010 13 12 16 11

CMIP6‐historical.011/CMIP6‐
SSP2–4.5.102

16 7 23 8

CMIP6‐historical.011/CMIP6‐
SSP1–2.6.102

16 8 17 10
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3.13°C (highest SSP3–7.0 run). It is noteworthy that the spread between the different SSP3–7.0 simulations is on
the same order of magnitude as the difference between the lowest SSP3–7.0 run and the SSP2–4.5 simulation. The
pH decrease simulated by CESM2 for our regional domain amounts to − 0.33 for the SSP3–7.0 scenario. For the
lowest GHG emission scenario, a maximum decrease of − 0.1 is reached around year 2067 followed by a re-
covery, resulting in an overall decrease of − 0.08 at the end of the century.

2.2. Regional Model

To model the evolution of ocean physics and biogeochemistry around the MHI over the course of the 21st century
we use the ROMS coupled to the planktonic COBALT ecosystem model. ROMS is a free surface, hydrostatic,
primitive equation model using a terrain‐following, stretched coordinate system in the vertical. ROMS utilizes a
split‐explicit time stepping scheme to allow different time steps for the barotropic and baroclinic components
(Shchepetkin & McWilliams, 1998, 2003, 2005).

The model domain includes the MHI (Figure 1, inlay) with bathymetry data provided by the Hawaiian Mapping
Research Group (HMRG, 2017). The grid has 4 km horizontal resolution with 32 vertical s‐levels, configured to
provide a higher vertical resolution in the more variable upper regions. More details of the grid configuration of
the model, including the vertical stretching scheme, is presented in Souza et al. (2015) and Partridge et al. (2019).
A sponge region of 12 grid cells (48 km) along each of the four open boundaries linearly increases the viscosity by
a factor of four and diffusivity by a factor of two at the boundary to account for imbalances between lateral
boundary conditions and ROMS. Lateral boundary conditions for ocean physics are taken from monthly mean
data from CMIP6 scenarios using CESM2.

The simulations are run with tidal forcing using the Oregon State University Tidal Prediction Software (Egbert
et al., 1994). The tidal constituents included are the eight main harmonics; M2, S2, N2, K2, K1, O1, P1, Q1, as well
as two long period and one non‐linear constituent; Mf, Mm, and M4. The tidal harmonics are updated each year of
the simulation to define the phases referenced to the middle of that year in order to avoid any long term drifting of
the tidal amplitudes and phases related to constituents that are not considered. Riverine output is not prescribed in
this model as the Hawaiian Islands lack any major river system. While there is regular outflow from numerous
streams into the coastal environment that contains various nutrients, these average under 100 m3 s− 1. As a result,
the streams dissipate in the near‐shore and wave‐breaking environment and are not an important influence on the
coastal and open ocean waters.

The ROMSmodel is online coupled to the COBALTmodel (Stock et al., 2014) integrated into the same codebase.
This ROMS/COBALT has been successfully developed and configured for the MHI (Friedrich et al., 2021). The
results showed that ROMS/COBALT exhibits good agreement between simulated values and observations at
Station ALOHA (Karl & Church, 2018). COBALT uses 33 state variables to resolve cycles of carbon, nitrogen,
phosphorous, iron, and silica. Nitrogen serves as the biomass currency variable and is combined with carbon
based on the Redfield ratio of 106:16 (Redfield, 1963). COBALT simulates three phytoplankton groups: small,
large, and diazotrophs as well as small (<200 μm), medium (200–2,000 μm), and large (2–20 mm) zooplankton.
Oxygen and carbon are exchanged between the atmosphere and the ocean using prescribed atmospheric

Table 2
Overview of Surface Warming and Ocean Acidification in the CESM2 Simulations Used for Our Regional Projections

Name in CMIP6 archive
SSP

scenario
21st century global 2 m air
temperature change (°C)

21st century global
SST change (°C)

21st century SST change for
Hawaiʻi domain (°C)

21st century surface pH change
for Hawaiʻi domain

LE2–1301.009 3–7.0 3.88 2.06 3.13 − 0.33

LE2–1231.003 3–7.0 4.04 2.11 3.25 − 0.33

LE2–1231.010 3–7.0 3.94 2.10 2.80 − 0.33

CMIP6‐historical.011/
CMIP6‐SSP2–4.5.102

2–4.5 2.84 1.55 2.23 − 0.20

CMIP6‐historical.011/
CMIP6‐SSP1–2.6.102

1–2.6 1.78 1.00 1.64 − 0.08

Note. The 21st century change is based on the quadratic slope of a least‐square fit of monthly mean surface data.
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concentrations of the two gases. Total alkalinity (TA) and dissolved inorganic carbon (DIC) are used as tracers for
the marine carbon cycle. Model dynamics, parameters, and equations are presented in full detail in Stock
et al. (2014).

Compared to the configuration outlined in Friedrich et al. (2021), several updates have been made:

• COBALT code was updated to the latest version of ROMS v4.1 from October 2022.
• Modifications were made to the code to allow separate time‐stepping. COBALT ecosystem dynamics are now

integrated with a time step of 3,600 s and the ROMS time step remains at 400 s (which includes advection and
diffusion of COBALT tracers). Thorough testing revealed that a 1‐hr time step yields virtually identical results
for all biogeochemical fields while saving about 25% of computation time.

• Previous tests showed that the modeled light propagation through the water column did not match the ob-
servations at Station Aloha. We modified the parameters for the light attenuation scheme (Manizza
et al., 2005) by fitting the modeled light output to the observed light and radiance data collected from the HOT
program. The blue parameters (ksw and ξ) were changed from 0.0232 m− 1 and 0.074 m− 2 mgChl m− 3,
respectively, to 0.009 m− 1 and 0.062 m− 2 mgChl m− 3. This produces an attenuation that matches the long‐
term data of HOT resulting in more blue light energy at deeper layers of the euphotic zone. This additional
blue light leads to a ∼20–40 m deeper chlorophyll maximum layer (depending on the season) as compared to
the results of Friedrich et al. (2021). This deeper chlorophyll maximum layer provides a better representation
of chlorophyll as compared to the HOT at the Station ALOHA location. As the waters around the MHI are
deep abyssal ocean waters, this change to the light scheme should be optimal for the region.

• Surface freshwater fluxes are now considered in the surface budgets of DIC and TA (dissolution and con-
centration). The simulated domain‐average salinity–alkalinity relationship at the surface has a slope of
66.5 μmol kg− 1 per psu which is in good agreement with the one found for monthly HOT data (Dore
et al., 2009): 66.2 μmol kg− 1 per psu.

2.3. Downscaling

Much of the difficulty in running nested regional models within larger GCMs is how to properly force the regional
model so that it remains consistent with the GCM on the large‐scale, is free to develop regional dynamics, remains
in balance between the atmosphere, ocean, and ecosystem, and does not introduce significant aliasing or other
noise to the system.

2.3.1. Atmospheric Forcing

The initial step for any downscaling ocean system is to first capture the balance between the GCM atmosphere and
ocean. Evolving regional differences in oceanic flow results in imbalances between prescribed heat fluxes and
other properties that can lead to energy and mass imbalances. As such, special care must be given to ensure that
the heat, salt, and momentum balance between the atmosphere and ocean is maintained without compromising the
ability of the downscaled oceanic flow to evolve. Atmospheric forcing fields required by ROMS/COBALT using
bulk fluxes (Fairall et al., 1996) are: sea‐level pressure in hPa, relative humidity in percentage, downwelled long‐
and shortwave radiation in W m− 2, 2 m air temperature in °C, rainfall in kg m− 2 s− 1, 10 m winds in m s− 1, at-
mospheric pCO2 in ppmv, atmospheric iron flux (mol m− 2 s− 1). ROMS performs online temporal and spatial
interpolation of atmospheric forcing fields to the ROMS grid, so we may specify these constituents at the
available resolutions.

Several of the forcing fields can be used with minimal effort from CESM2. Fields with large‐scale spatial gra-
dients that are captured well by the coarse GCM can be used with minor modification. Surface air pressure,
relative humidity, shortwave and longwave radiation are taken directly from daily mean CESM2 output. The daily
mean of downwelled shortwave radiation forcing is converted online by ROMS based on latitude and season to
impose a diurnal cycle in light for modeling biological productivity. After testing different values and comparing
the downscaled SSTs to CESM2 and HOT observations, we reduced the downwelled longwave radiation by 30%
to account for energetic imbalances between CESM2 and ROMS. The atmospheric pCO2 concentrations are taken
from CESM2 monthly average. Atmospheric iron input is based on an estimate by Letelier et al. (2019) and set to
7.3 μmol m− 2 yr− 1.
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The remaining atmospheric forcing fields (2 m air temperature, rainfall, and 10 m winds) are not well represented
by CESM2 due to the short temporal and spatial scales that result due to interactions with the mountains of the
MHI. These crucially important dynamics around the islands are a dominant forcing in the ocean circulation of the
MHI, and it is a requirement that these processes are captured. This requires us to treat these fields differently and
use an atmospheric model that reproduces the fine‐scale structure of the MHI. As used in Friedrich et al. (2021),
we employ high‐resolution hindcast output of a regional Weather Regional Forecast (WRF) model configured for
the MHI (Chen, 2010). This daily operational WRF product is part of the Pacific Islands Ocean Observing System
and is nested within the National Center for Environmental Prediction Global Forecasting System using 3D‐Var
to assimilate regional data (Tu et al., 2017; Zho &Chen, 2014). TheWRFmodel has been shown to well represent
the small‐scale atmospheric circulation around the MHI (Hitzl et al., 2014, 2020; Stopa et al., 2013). WRF data
are available publicly (http://www.pacioos.hawaii.edu). We use 10 years of three‐hourly output from the WRF
model for the period 2010–2020 to generate the basis for each of the remaining forcing fields.

For rainfall, there is no observable trend in rainfall around the MHI from the CESM2 results for the MHI for the
21st century, so we use a 10‐year 3‐hourly climatology of rainfall from WRF. The primary effect of rain on the
ocean simulation is the dilution of surface carbonate variables.

The 2 m air temperature as shown by the 10 years WRF for the MHI exhibits a strong spatial structure with short‐
scale variability in the lee of the islands and other regions; however, the CESM2 simulations cannot resolve these
variations. Over the century, the CESM2 does represent large‐scale interannual and longer variability along with a
warming trend over the period.

In order to capture both the large‐scale temperature variability and trend in addition to the regional structure, we
utilize a three‐hourly WRF climatology (calculated for all three‐hourly fields over 10 years) that is scaled to
include the temporal (interannual, decadal, warming, etc.) trends represented by CESM2.We follow these steps to
combine the WRF spatial climatology with temporal variations from CESM2: (a) we convert our WRF clima-
tology into 2 m air temperature anomalies by removing the monthly domain‐wide mean from the three‐hourly
WRF 2 m air temperature climatology (Figure 3a); (b) we calculate the domain‐wide monthly mean from the
CESM2 data (Figure 3b); (c) the monthly mean values are linearly interpolated in time and added to the three‐
hourly WRF anomaly fields. This ensures that we have temperatures that represent the spatial structure of the
MHI (albeit, we do not have short‐term spatial variability in 2 m air temperature due to storms, etc.) but that
maintains—in the mean—the heat balance of CESM2 while following the CESM2 seasons, interannual and
longer variability, as well as any trends.

As described in Section 1, the dominant wind forcing of the MHI domain is provided by the wind shear created by
the impingement of tall mountains into the atmospheric flow that drives genesis of mesoscale and submesoscale
features around the islands. This wind shear cannot be resolved by CESM2 (Figures 3c and 3d). To address this
issue, we developed a novel neural network approach to downscale the patterns of winds from CESM2 (Liu
et al., 2023). A brief explanatory summary is that we calculated the long‐term Empirical Othogonal Functions
(EOFs) of the wind structures from the 2010–2020 period of the WRF results. The first 10 EOF modes explain
95% of the wind variability and are used. Comparison between the dominant EOF modes from CESM2 winds
show a strong correspondence between WRF and CESM2 for the prevalent trade‐wind structure. A Convolution
Neural Network (CNN) (Höhlein et al., 2020) was then trained to predict the principal components of the ten
WRF‐based EOF modes when provided the CESM2 winds as input. The CNN identifies the large‐scale structure
given by the CESM2 output and provides the necessary principal components to reconstruct the fine‐scale WRF
field that best represents the MHI wind field when forced by the large‐scale winds. As presented in Liu
et al. (2023), this method reproduces winds that track the dominant flow and strength from CESM2 while rep-
resenting how the flows are disrupted by the islands (Figure 3c). The resulting oceanic circulation forced by the
downscaled winds closely resembles the observations. When forced by the CESM2 winds directly, the ocean
suffers a significant drop in eddy kinetic energy. More details on the method and results can be found in Liu
et al. (2023).

The ocean and atmosphere models of CESM2 are online coupled via the sea surface temperature such that
changes in the ocean alter the atmosphere and vice versa; however, for this work, we did not run ROMS online
coupled with an atmospheric model. We are specifying the atmospheric conditions as described above, but this
poses an issue. The specified atmospheric heat flux is invariant to changes in the ocean, and this imbalance will
lead to significant warming or cooling of the ocean over time. This imbalance is not physical, merely a result of a
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fixed atmosphere while the ocean changes underneath it. As such, we employ a heat‐flux correction to the at-
mospheric forcing that is calculated a priori to balance the monthly mean ocean surface temperatures with the heat
flux of the atmosphere. These atmospheric heat flux corrections are very weak (average between 0 and
− 3 W m− 2) as compared to the net daily peak heat flux of 800 W m− 2. This ensures that there is no artificial
warming trend in the ocean from a decoupled atmosphere.

2.3.2. Lateral Boundary Conditions

With the surface atmospheric forcing complete, we now turn to the time‐varying oceanic open boundary con-
ditions. As shown in Figure 1, the regional model contains four open ocean boundaries. The physical ocean
boundary condition state variables for ROMS (salinity, potential temperature, barotropic and baroclinic current
velocities, and sea surface height) are taken from CESM2 monthly mean output for each of the five different
CESM2 simulations. The CESM2 fields for each state variable are 3D interpolated using objective analysis
(McIntosh, 1990) to map from the CESM2 3D‐grid to the ROMS 3D‐grid. We then extract the values along the
grid boundaries and convert these into ROMS boundary conditions.

Salinity results from all CESM2 simulations show considerable bias in the NPSG as compared to both Station
ALOHA and the Global Ocean Data Analysis Project v2.2016b (GLODAP) (Lauvset et al., 2016) with biases
ranging from − 0.2 to − 0.6 psu in the upper 1,000 m (Figure 4a). For all scenarios, we correct the CESM2 bias
using spatial salinity data from GLODAP as the reference state. The bias correction is accomplished by: (a)
interpolating the GLODAP salinity onto the CESM2 grid locations for our region; (b) calculating the time (2000–
2020) mean for each of the CESM2 grid locations; (c) calculating the bias depth‐varying between (a) and (b); and,
(d) removing this depth‐varying bias from all CESM2 output time steps.

Figure 3. Atmospheric forcing components: (a): snapshot of climatological WRF 2 m air temperature anomaly for September 1 (°C). (b): Domain‐averaged CESM2 2 m
air temperature (°C) for LE2–1301.009 (SSP3–7.0). (c): Time‐averaged (2000–2020) 10 mwind field (m s− 1) derived by the neural network. (d): Time‐averaged (2000–
2020) 10 m wind field (m s− 1) of CESM2. See text for details.
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As discussed earlier, the physical forcing of the CESM2 models well represent the large‐scale oceanic and at-
mospheric flows that are expected for the region, and mapping them onto the regional model (with some bias
corrections) is rather straight forward. In contrast, it is not as simple to downscale the biogeochemical variables
from CESM2 to ROMS/COBALT.

CESM2 utilizes theMarine Biogeochemistry Library (MARBL) for the ocean ecosystem (Long et al., 2021). This
model uses three classes of phytoplankton, one class of zooplankton, as well as four different micro‐ and
macronutrient pools (nitrate, phosphate, silicate and iron), and carbonate chemistry. The ROMS/COBALTmodel
has more constituents (zooplankton, bacterial, and nutrients) than are provided by CESM2/MARBL, and as such,
it is necessary to treat each required boundary variable for ROMS/COBALT separately. All variables, unless
noted, are first interpolated onto the ROMS grid using the same 3‐D objective analysis as is performed with the
physical variables.

We begin with the carbonate system variables: DIC and TA. These are taken from CESM2/MARBL and are
interpolated to ROMS from the monthly mean output. As compared to GLODAP, both variables exhibit a bias
(Figures 4b and 4c), and they are bias corrected using the same method as described for salinity.

Next, we turn to the treatments of micro‐ and macro‐nutrients. In the oligotrophic MHI, phytoplankton growth is
severely limited by nutrient availability (typically nitrate, phosphate, and/or iron) (Dave & Lozier, 2010; Letelier
et al., 2019). Seemingly minor changes in modeled nitrate can lead to substantial changes in phytoplankton
community composition. Therefore, it is imperative that we properly represent the nutrients (with nitrate as the
baseline) for the regional simulation.

Examining nitrate, we find that CESM2/MARBL has a limited ability to capture the oligotrophic ecosystem
characteristics around the MHI. Near‐surface nitrate concentrations simulated by CESM2/MARBL are sub-
stantially higher than data provided by GLODAP, in particular in the southern half of the MHI model domain as
shown in Figure 5. In particular, the figure shows that the equatorial nitrate maximum extends too far north and
into the MHI domain, which is not a locally observed feature and conflicts with GLODAP. Because the CESM2/
MARBL simulated MHI are on the gradient between nitrate‐rich and nitrate‐poor waters, there is very strong
interannual variability as the CESM2 simulation meanders waters from high‐to‐low nitrate in and out of the
domain. Unfortunately, these results make it infeasible to use the CESM2/MARBL‐derived nutrients (and O2)
directly as abundant nitrate would result in simulating a wrong phytoplankton community composition. What we
wish to capture from CESM2/MARBL is the long‐term trend in the nutrients.

The COBALT biogeochemistry model is a component of our regional system, so we developed a composite
approach with climatological results from a global COBALT retrospective ocean‐ecosystem simulation (Stock
et al., 2014) from 1988 to 2007 with the CESM2/MARBL long‐term trends applied. In summary, we project the
COBALT global results (∼1° resolution) onto the CESM2 grid (∼1° resolution) for our region. We fit a quadratic
function to the time‐evolving CESM2/MARBL results to generate a trend, scale this trend by the mean ratio of the

Figure 4. CESM2 biases with respect to Global Ocean Data Analysis Project v2.2016b (GLODAP). (a): Domain‐averaged salinity (psu); (b): domain‐averaged dissolved
inorganic carbon (DIC, μmol kg− 1); (c): domain‐averaged total alkalinity (TA, μmol kg− 1). Shading indicates standard deviations for CESM2 and error estimates
provided in the GLODAP data sets.
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two, and add the temporal trend to the COBALT climatology. Finally, we interpolate, the time‐evolving data onto
ROMS grid. The resulting fields thus have mean levels consistent with the sub‐tropical gyre, while deriving the
relative trend from CESM2/MARBL.

The first step is to interpolate each COBALT variable with a CESM2/MARBL corollary (nitrate, phosphate, iron,
silicate, and oxygen) onto the CESM2 grid using the same objective analysis interpolation as before. We
designate the variable of interest as C(t, x, y, z) for COBALT andM(t, x, y, z) for CESM2/MARBL where both are
monthly means. The temporal mean of each variable is taken from the periods available. The 20 years mean from
COBALT (1988–2007) is given by 〈C(x,y,z)〉 and the 20 years mean from CESM2/MARBL (2001–2020) is
given by 〈M(x,y,z)〉 . While the mean 20 year periods are distinct, Figure 5 reveals a considerable bias between
CESM2/MARBL and COBALT that is independent of time. The time‐period is chosen for CESM2/MARBL
because it overlaps the observational period for the projection period we will be integrating (2000–2100).

The second step is to generate a temporal trend from the CESM2/MARBL results over the 2000 to 2100 period.

The slopes of near‐surface variables in the SSP3–7.0 scenario can be estimated by linear trends. However, for
deeper layers and values in the low emission scenario SSP1–2.6, a quadratic slope is a better approximation.
Consequently, we use ordinary least‐squares to fit M(t, x, y, z) with:

M(t,x,y,z)≈ α0 + α1t + α2t2, (2)

where α are the unknown coefficients and t is the time in months. This produces the temporal quadratic trend for
each variable and location in CESM2/MARBL.

Next we apply this trend to COBALT via:

Figure 5. Comparison of time‐averaged surface nitrate concentrations (μmol kg− 1): (a) CESM2/MARBL, (b) GLODAP, and (c) a global COBALT simulation. White
areas in (b) indicate gaps in GLODAP nitrate data. Magenta rectangle indicates regional model domain. See text for details.
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Ĉ(t,x,y,z) = C(t,x,y,z) + (α1t + α2t2)
〈C(x,y,z)〉
〈M(x,y,z)〉

, (3)

where Ĉ is the COBALT climatology with CESM2/MARBL trend applied. The trend is scaled by the ratio of the
temporal means so that the trend is appropriate to the mean value of COBALT; otherwise, the trend will lead to
unreasonable solutions in time (again, due to the misrepresentation of the NPSG biogeochemistry by CESM2/
MARBL).

Once all monthly Ĉ(t,x,y,z) values are generated, they are interpolated by objective analysis onto the ROMS grid.

The final set of ecosystem variables are not available from CESM2/MARBL. These variables mainly comprise
phytoplankton and zooplankton concentrations as well as the different organic matter pools. They are taken from
the global COBALT simulation. These are applied in the same fashion as described in Friedrich et al. (2021).
They are interpolated via objective analysis onto the ROMS grid and used directly. Because these are monthly
climatologies, this means that these ecosystem variables are prescribed the same throughout the century (e.g.,
every January is forced the same). They follow a seasonal cycle, but do not follow any interannual variability or
future trends. While this may seem counter‐intuitive, the time‐scales over which the surface plankton handled in
this way respond to changes in nutrients and physical factors that have imposed trends is generally short. Thus,
any reasonable boundary value for these properties will settle onto interior values consistent with imposed multi‐
decadal nutrient and physical trends over time scales ranging from days to months. This allows us to examine how
these constituents evolve dynamically within the regional domain and due to changes that may occur locally.

2.4. Initial Conditions

Initial conditions follow the same composite approach as outlined for boundary conditions. Monthly mean, bias‐
corrected CESM2 fields corresponding to January 2000 were used and interpolated to the ROMS/COBALT grid.

All ROMS/COBALT simulations begin 1 January 2000, and are integrated for 101 model years until the end of
year 2100. Output consists of daily means of all relevant physical and biogeochemical variables as well as hourly
data for the Station ALOHA location.

3. Results and Discussion
Using the methodology above, we produce five sets of initial conditions, lateral boundary conditions, and at-
mospheric forcing for the five separate CESM2 projections. These are used to produce five separate ROMS/
COBALT projections for the MHI. We now evaluate those solutions to examine whether they provide valid
solutions. The dynamical downscaling has to meet two criteria in order to be used as credible projections for our
region. First, the regional model results for the observed period (2000–2022) have to be in reasonable agreement
with observations. Second, domain‐averages of regional downscaling have to follow the large‐scale trends and
variability as is present in CESM2. It is noted that neither ROMS/COBALT or CESM2 use any form of data
assimilation and are freely running.

In this section, we present results with respect to each of the criteria followed by an overview of climate change
projections for the MHI as produced by ROMS/COBALT to illustrate the benefit of the downscaling.

3.1. Model to Observation Comparison

Station ALOHA is located within the MHI domain (Figure 1) and for the first 21 years (2000–2020) of the
simulations, quality‐controlled HOT observations are available to evaluate the results of both ROMS/COBALT
and CESM2. The temporal evolution of SST at the Station ALOHA location is well captured by both models
(Figure 6a). The average SST for the 2000–2020 period amounts to 25.1°C for HOT compared to 24.7 and 24.9°C
for ROMS/COBALT and CESM2 respectively. A decomposition of the SST evolution into a linear trend and a
seasonal cycle reveals that observations and model results share an identical warming trend of ∼0.31°C/decade.
Furthermore, the amplitude and phase of the seasonal cycle are similar (Figure 6c). In the vertical, both models
exhibit good agreement with observations and capture the time‐averaged vertical profile of temperature very well
(Figure 7a).
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Comparing simulated salinity to HOT data, again reveals the bias in CESM2. Our regional model yields a much
better representation of salinity observations as a consequence of using bias‐corrected boundary and initial
conditions. The time‐averaged Sea Surface Salinity difference with respect to observations at Station ALOHA
amounts to 0.1 psu and it remains unclear how much of this mismatch can simply be attributed to differences in
interannual variability between ROMS/COBALT and HOT because the magnitude of these longterm changes are
substantial in the NPSG (Hu et al., 2020; Lukas, 2001). The vertical profile of salinity is well captured by ROMS/
COBALT (Figure 7b). Combining salinity and temperature data, it can be seen that our bias‐corrected regional
model exhibits a good representation of the watermass structure at Station ALOHA (Figure 7c); whereas, CESM2
results are offset with respect to salinity in the temperature range above 5°C (approximately above 1,500 m).

The use of bias‐corrected boundary conditions also helps to improve the representation of DIC and TA. Surface
values of DIC and TA simulated by CESM2 are slightly too high (Figures 6f–6i) and deep‐ocean values are higher
than observations (Figures 7d and 7e). ROMS/COBALT exhibits a much better agreement with HOT data. The
subsurface TA minimum is well captured by our regional simulation. Temporal variability of DIC and TA
simulated by ROMS/COBALT at the surface is lower compared to the observed one (Figures 6g and 6i).

Figure 6. Comparison of surface data for the Station ALOHA location for observations (black), ROMS/COBALT (orange) and CESM2 (LE2–1301.009, blue). Left
column: Time series comparison. Horizontal bars on the left indicate temporal mean for the time period shown. Middle column: histograms of surface data, and right
column: mean annual cycle (where applicable) and standard deviation (shaded) of mean annual cycle. Row 1 (a–c): temperature (°C), row 2 (e, d): salinity (psu), row 3
(f, g): dissolved inorganic carbon (DIC, μmol kg− 1), row 4 (h, i): total alkalinity (TA, μmol kg− 1), row 4 (j–l): aragonite saturation (ΩAr), row 5 (m–o): pH, and row 6 (p–
r) mixed layer depth (MLD, m).
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Surface values of the aragonite saturation state (ΩAr) and pH modeled by CESM2 and ROMS/COBALT are in
good agreement with observations (Figures 6j–6o). The time‐averaged pH simulated by ROMS/COBALT for the
Station ALOHA location is about 0.01 too high, which is a direct consequence of the DIC of the slight bias of
− 8 μmol kg− 1. The temporal trends for the year 2000–2020 period amount to − 0.08/decade (HOT), − 0.10/decade
(ROMS/COBALT), and − 0.11/decade (CESM2) for ΩAr and 0.017/decade (HOT), 0.020/decade (ROMS/CO-
BALT), and 0.020/decade (CESM2) for pH respectively. The observed vertical profile of ΩAr is well captured by
ROMS/COBALT (Figure 7f). Deep‐ocean ΩAr values simulated by CESM2 are too low due to the significant DIC
bias at these depths.

Mixed‐layer depth is calculated based on the location of the 0.2°C temperature difference (de Boyer Montégut
et al., 2004). This is somewhat temporally noisy in particular for observational data (Figures 6p and 6r), but
reveals that ROMS/COBALT captures the overall amplitude and seasonality of observed mixed layer depth.

Figure 7. Comparison of time‐averaged (2000–2020) profile data for the Station ALOHA location for observations (black), ROMS/COBALT (orange), and CESM2
(LE2–1301.009, blue). Variables as indicated in the panels. Shading corresponds to the temporal standard deviation at the respective depth.
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The oxygen profile at Station ALOHA is well captured by our simulation (Figure 7g) including the location of the
oxygen minimum zone. However, the simulated minimum has a value of ∼50 μmol kg− 1 as compared to the
measured minimum of ∼35 μmol kg− 1. We believe that this mismatch is mainly a result of the vertical resolution
of the model that is in the order of ∼150 m at a depth of 900 m and cannot capture the large vertical gradients seen
for oxygen, leading to a smoothing of the profile. A similar problem arises for nitrate and phosphate (Figures 7h
and 7i). Here, the maxima that are observed at around 900 m water depth are not as pronounced.

Overall it can be noted that the treatment of salinity, DIC, TA, oxygen and nutrients described in Section 2 leads to
a better agreement of our ROMS/COBALT run with observations as compared to the CESM2 output.

For each of our ROMS/COBALT downscaled projections, we save full water column output at the location of
Station ALOHA every hour. We calculate the spectral densities as a function of depth for the years 2000–2020 for
simulated detrended temperature using hourly ROMS/COBALT data and monthly mean CESM2 output for the
Station ALOHA location as well as HOT observations with approximately monthly resolution (Figures 8a–8c).
The spectral energy at the surface, is dominated by the annual cycle for all three data sets. Temperature obser-
vations also exhibit a considerable amount of spectral energy at sub‐annual timescales and water depths of 50–
500 m. This is well captured by ROMS/COBALT. For CESM2, however, a strong decrease in sub‐annual spectral
energy can be seen at around 150 m depth. The spectra of the hourly ROMS/COBALT output clearly show that a
large amount of spectral energy is also present at tidal frequencies (Figure 8c) indicating that tidally driven
processes contribute substantially to temperature variance in the upper ∼500 m. These processes are not captured
by CESM2 since no tidal forcing is present in this model.

At 100 mwater depth spectral energy at tidal frequencies dominates the spectra of temperature and pH for ROMS/
COBALT (Figures 8d and 8e) (Please note that a spectral density for pH at 100 m could not be calculated due to a

Figure 8. Power spectrum for temperature (°C2, a–d) and pH (e) at Station ALOHA location. Power spectrum for temperature as a function of depth for HOT (a),
monthly mean CESM2 data (b), and hourly ROMS/COBALT data (c). (d): Power spectrum at 100 m depth for hourly ROMS/COBALT data (blue), monthly mean
ROMS/COBALT data (orange), monthly mean CESM2 data (magenta), and HOT observations (black). (e): Same as (d) for pH. Note that sufficient pH data was not
available for HOT for 100 m water depth. All spectra are based on detrended data for the years 2000–2020.
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lack of data.). When comparing the monthly mean CESM2 and ROMS/COBALT data it becomes apparent that
CESM2 accounts only for 38.6% (19.3%) of the spectral power of temperature (pH) seen in ROMS/COBALT.
Compared to the observation‐based spectrum, both models tend to underestimate temperature variance in the
frequency band covered by the measurements.

3.2. CESM2 to ROMS/COBALT Comparison

As discussed, the tall mountains of the Hawaiian archipelago exert a considerable impact on the wind patterns and
structure of upper ocean (integrated 100 m) currents as well as location and magnitude of mesoscale variability
occurring in our domain. To assess the performance of ROMS/COBALT (and CESM2) in representing the upper
current structure, we compare it against AVISO geostrophic currents (AVISO, 2023) and a state‐estimate
reanalysis using more than 65 million physical observations (Friedrich et al., 2021; Partridge et al., 2019) that
was conducted for years 2010–2020. As can be seen from the AVISO geostrophic velocities and described in
Section 1, the near‐surface current structure in our domain is characterized by the bifurcation of NEC in the east as
well as the shear zone between the NEC and the HLCC to the west of the island of Hawai'i (Figure 9c). These
features are well represented in both the state‐estimate reanalysis as well as our downscaled projection (Figures 9a
and 9b).

Differences between the current structures exist near the eastern boundary where the flow of the NEC appears to
be stronger in the reanalysis. Also, the recirculation of the NHRC in the north‐eastern corner of the domain is less
developed in the downscaled projection. It should be noted however, that those are minor differences that are due
to the use of different boundary conditions and wind forcing. A bifurcation of the NEC is not visible in CESM2
(Figure 9d) and an NHRC cannot be identified. The HLCC is substantially weaker and no HLC is present and it
can be concluded that the careful treatment of the windfield as well as the fully resolved mesoscale of ROMS/
COBALT results in a more realistic flow structure as compared to CESM2.

Figure 9. Comparison of time‐averaged (years 2010–2020) upper ocean currents (0–100 m, m s− 1) for (a) ROMS state estimate (Partridge et al., 2019), (b) ROMS/
COBALT downscaled within CESM2, (c) AVISO geostrophic currents, and (d) CESM2 (LE2–1301.009).
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In the direct lee of the island of Hawai'i, the eddy variability is due to the 60‐day period of the wind stress curl
(Calil et al., 2008; Yoshida et al., 2010), and the resulting eddies and fronts have a strong impact on mixing of
ocean constituents and particularly on biogeochemical tracers. Using eddy kinetic energy (EKE) as a metric it can
be seen that magnitude and spatial structure of mesoscale and submesoscale variability is well captured by our
simulation (Figure 10). The EKE maximum is found to the west and south‐west of the island of Hawai'i with
values ranging between ∼200–500 cm2 s− 2 (when calculated over the mixed layer). This is in good agreement
with values calculated from AVISO observations of geostrophic currents (Figure 10c) and previous studies (see
Calil et al. (2008), their Figures 2 and 6).

The strong wind stress curl in the lee of the island of Hawai'i also has a significant impact on temperature,
productivity and marine chemistry of the region (shown for SST: Figures 11a and 11b). The enhanced EKE in
cyclonic regions cools the water and doming of isopycnals leads to enhanced productivity, whereas anticyclonic
regions have increased temperatures and tend to suppress algae blooms. Furthermore, in the direct lee of the island
that is sheltered from the winds, the temperature variability is greater without the heat loss due to the winds. This
means that through the HLCC region, stronger variability in ocean physics and biogeochemistry is observed. By
missing these dynamics the CESM2 output exhibits only weak and spatially uniform variabilities for these
variables on sub‐annual timescales (Figures 11c and 11d). The ROMS/COBALT downscaling represents these
processes resulting in much higher temperature variability in the HLCC region and compares well to the ROMS/
COBALT state estimate as well as satellite measured variability.

The enhanced productivity and increased spatially non‐uniform variability in numerous constituents are defining
features of our domain. By capturing these critically important processes, the downscaled model adds significant
value and robustness to the large‐scale variability and trends represented by CESM2.

3.3. Domain‐Averaged Trends and Variability

We have shown that the regional model produced with this methodology described is able to reproduce most
significant dynamics from tides to mesoscale around the MHI and that both the physical and biogeochemical
results capture the processes observed at Station ALOHA. In addition, we must ensure that the regional model
does not deviate from the large‐scale processes (planetary flows and interannual processes) and trends that are
resolved and prescribed by the CESM2 model forcing. For this comparison, we turn to domain‐wide averages in
order to eliminate the spatial variability that the regional model is contributing.

Atmospheric CO2 concentrations vary widely between the three SSP scenarios reaching a difference of 426 ppmv
by the end of the century (Figure 12a). Values for the SSP1–2.6 scenario reach a maximum of 474 ppmv in the
year 2063 and then fall to 445 ppmv by the year 2100. The maxima for the other two scenarios are 603 ppmv
(SSP2–4.5) and 871 ppmv (SSP3–7.0) respectively. The corresponding SST increase ranges between 1.64 and
3.25°C (see Table 2). Near‐surface (0–50 m) temperature simulated by CESM2 for our domain is not only
characterized by a warming trend but is also subject to considerable interannual and decadal variability
(Figure 12b). In fact, due to this natural variability it is virtually impossible to distinguish between the different
warming scenarios until the year 2080. Our regional simulations capture all these features very well and follow

Figure 10. Comparison of mean eddy kinetic energy (EKE, cm2 s− 2) for (a) ROMS state estimate (Partridge et al., 2019), ROMS/COBALT downscaled within CESM2
(b) and (c) AVISO geostrophic velocities (AVISO, 2023). EKE was calculated over the mixed layer for ROMS based on daily averages. All three EKE data sets were
averaged for the time period 2010–2020.
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the large‐scale temperature evolution of CESM2 very closely. The correlations for the (detrended) near‐surface
domain‐averaged temperature evolutions amount to 0.99 for all simulations (Table 3) However, all simulations
are subject to a small bias in domain‐averaged near‐surface temperature of ∼0.4°C. This bias can be attributed to
energetic and radiative imbalances between CESM2 and ROMS/COBALT that result from the downscaling
method.

Interannual‐to‐interdecadal near‐surface salinity variations simulated by CESM2 (bias‐corrected) reach ampli-
tudes of up to 0.8 psu in the domain‐average (Figure 12c). A long‐term near‐surface salinity trend cannot be
identified for any of the scenarios. ROMS/COBALT captures the interannual‐to‐interdecadal near‐surface
salinity swings very well with correlations ranging between 0.97 and 0.99 an a bias range of 0.06–0.08 psu
(Table 3).

Domain‐averaged near‐surface DIC and pH are largely dominated by the anthropogenic trend and exhibit rela-
tively small interannual variability (Figures 12d and 12e). Our model results follow CESM2 very closely (cor-
relations 0.90–0.99, Table 3) and the biases of ∼3 μmol kg− 1 (DIC) and ∼0.005 (pH) are negligible.

As a consequence of the good representation of CESM2's interannual variability by ROMS/COBALT, our
downscaling efforts can also capture the spread between the three SSP3–7.0 simulations which can be regarded as
a measure of uncertainty for the projections linked to internal climate variability. This spread can reach values of
1.4°C for near‐surface temperature and hence about half of the projected overall warming (Figure 12b). The
correlations between the spreads simulated for temperature, salinity, and DIC amount to 0.96–0.98. Only for pH

Figure 11. Comparison of sub‐annual SST variability for ROMS/COBALT (upper row) and CESM2 (lower row). (a) Standard deviation of detrended 3 months high‐
pass filtered ROMS/COBALT SST (°C). (b) Standard deviation of detrended 3–10 months band‐pass filtered ROMS/COBALT SST (°C). (c and d): Same as (a) and
(b) for CESM2 (member LE2–1301.009). A least‐square quadratic fit was applied to simulated SST prior to filtering to account for the anthropogenic trend by removing
the quadratic slope.
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the correlations is lower (0.68). However, interannual variability and ensemble spread are extremely small for
domain‐averaged pH which is in agreement with projected global‐scale surface pH evolution (Frölicher
et al., 2016).

3.4. Overview of Downscaled Climate‐Change Projections

Ocean warming and acidification will likely have widespread effects on stratification, nutrient cycling, primary
productivity, marine chemistry and more for the MHI. Presenting a comprehensive assessment of these effects for
the different scenarios is beyond the scope of this methodological study, and will be subject of our future pub-
lications. In this section, we provide a brief and preliminary overview of some results focusing on coastal
temperature and pH.

The projected domain‐averaged surface ocean warming is in the order of 3°C by the end of the 21st century for the
SSP3–7.0 scenario (Table 3, Figure 12). It can be seen that spatial differences in the warming are relatively weak

Figure 12. Comparison of near‐surface (0–50 m) domain averages for CESM2 (solid lines) and ROMS/COBALT (dashed
lines). Variables and scenarios as indicated in the panels. Shading corresponds to the spread of the three SSP3–7.0
simulations. A smoothing window of 24 months was applied for clarity.
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with a total range of∼2.85–3.30°C for the LE2–1301.009 member (Figures 13a and 13d). For CESM2, the spatial
structure of the anthropogenic warming is characterized by a simple northwest‐to‐southeast gradient. Our
downscaled projection show that the presence of the islands lead to a much more complex warming pattern with a
maximum that extends out westwards from the Island of Hawai'i. The differences between CESM2 and ROMS/
COBALT become even more noticeable when we take into account the (spatially varying) standard deviation of
SST (Figures 13b and 13e) to put the warming signal into the context of natural variability. The natural variability
of SST in CESM2 is mostly dominated by the amplitude of the seasonal cycle that is larger in the northern part of
the domain. As a consequence, the spatial structure of CESM2's warming‐to‐variability ratio exhibits a similar
gradient as for the warming itself (Figure 13c) with values ranging between 1.5 and 2.7.

The overall spatial structure of natural variability of SST in ROMS/COBALT is similar to that of CESM2.
However, activity of mesoscale eddies generate a local maximum to the west of the island of Hawai'i (see also
Figures 11a and 11b). As a result—and different from CESM2—, areas with the largest warming‐to‐variability
ratio (Figure 13f) do not necessarily overlap with the strongest warming. Furthermore, the warming‐to‐variability
ratio is larger in ROMS/COBALT in particular in the southern half of our domain.

The spatial resolution of the downscaled projections allows us to specifically investigate changes in coastal ocean
points. The coastlines of the MHI are home to coral reef ecosystems that are critical for biodiversity, tourism,
coastal protection and more. Climatic changes that impact corals along the coastline are of particular importance.

NOAA defines the threshold for coral bleaching based on coastal SSTs exceeding the local highest monthly mean
temperature by 1°C (Glynn & D'croz, 1990). Averaging over 461 coastal grid points of the regional model for a
reference period of 2011–2020, the highest monthly mean near‐surface (0–50 m) temperature amounts to 26.6°C
with a range of 25.8–27.4°C. Here, we choose the highest value of 27.4°C as a baseline for a conservative estimate
which sets the bleaching threshold to 28.4°C. The likelihood of temperatures exceeding this threshold during the

Table 3
Correlation, RMSE, and Bias for Detrended Near‐Surface (0–50 m) Domain‐Averaged Variability for CESM2 and ROMS/
COBALT (Detrended Time Series Shown in Figure 12)

Simulation Variable Correlation RMSE Bias

SSP3–7.0 Temperature 0.99 0.40°C − 0.40°C

LE2–1301.009 Salinity 0.97 0.07 psu 0.06 psu

DIC 0.98 3.31 μmol kg− 1 2.79 μmol kg− 1

pH 0.90 0.006 − 0.005

SSP3–7.0 Temperature 0.99 0.40°C − 0.40°C

LE2–1231.003 Salinity 0.98 0.09 psu 0.08 psu

DIC 0.98 4.27 μmol kg− 1 3.84 μmol kg− 1

pH 0.95 0.006 − 0.005

SSP3–7.0 Temperature 0.99 0.38°C − 0.38°C

LE2–1231.010 Salinity 0.97 0.08 psu 0.08 psu

DIC 0.98 2.77 μmol kg− 1 2.26 μmol kg− 1

pH 0.95 0.004 − 0.003

CMIP6‐historical.011/CMIP6‐SSP1–2.6.102 Temperature 0.99 0.38°C − 0.38°C

Salinity 0.99 0.08 psu 0.07 psu

DIC 0.98 2.89 μmol kg− 1 2.26 μmol kg− 1

pH 0.94 0.004 − 0.004

CMIP6‐historical.011/CMIP6‐SSP1–4.5.102 Temperature 0.99 0.40°C − 0.39°C

Salinity 0.98 0.08 psu 0.07 psu

DIC 0.97 3.15 μmol kg− 1 2.70 μmol kg− 1

pH 0.97 0.005 − 0.005

Note. A smoothing window of 24 months was applied. The bias was calculated as the difference between ROMS/COBALT
and CESM2.
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2011–2020 time period within coastal grid cells is ∼0.06% (Figures 14a and 14c). By the end of the 21st century,
this changes significantly. Coastal near‐surface temperatures average 27.9 ± 1.19°C in the mean of the three
downscaled SSP3–7.0 scenario (Figure 14a, Table 4). The likelihood of temperatures exceeding a threshold of
28.4°C increases more than five‐hundred‐fold to ∼34.6%. It should be noted, however, that this calculation is
based on a fixed temperature threshold and does not take into account potential adaptation to the warming.

The maximum changes in the SSP1–2.6 and SSP2–4.5 scenario are relatively similar to each other when near‐
surface coastal temperatures are considered (Figures 14a and 14c; Table 4) with a mean warming increases of
1.05 and 1.47°C respectively.

The differences between scenarios become substantially more pronounced when it comes to projections of marine
carbon chemistry (Figures 14b and 14d). In the lowest emission scenario, coastal near‐surface pH decreases by
0.07, corresponding to a 16.6% increase in H+ ion concentration and ∼4 times the standard deviation of the pH‐
distribution simulated for the reference period (Figure 14b; Table 4). These changes double for the SSP2–4.5
scenario. By contrast, the SSP3–7.0 scenario atmospheric CO2 concentrations reach values of >860 ppmv at the
end of the century, which results in a pH decrease of 0.27 in the coastal ocean. The associated shift in carbonate
chemistry corresponds to more than 16‐times the standard deviation of the pH‐distribution of the reference period
and a 87.1% increase in H+ ion concentration.When using pH as a metric for the state of marine carbon chemistry,
our simulations suggest that end‐of‐century conditions will share no overlap with present‐day conditions under
the SSP2–4.5 or SSP3–7.0 scenarios (Figures 14b and 14d).

The drastic decrease in pH is associated with significant decreases in aragonite saturation state and the substrate‐
to‐inhibitor ratio (Bach, 2015; Cyronak et al., 2016) (Table 4) that have both been used as proxies for coral reef
calcification rates. Even though the exact role of ocean acidification in future reef calcification rates remains
elusive (Bahr et al., 2017, 2018; Bove et al., 2020), numerous studies found empirical relationships between
aragonite saturation state and calcification (Albright et al., 2016, 2018; Chan & Connolly, 2013; Langdon &
Atkinson, 2005) that range between 15% and 43% change in calcification per unit ΩAr. In view of these findings, it
has to be expected that the projected changes in coastal ΩAr of − 0.71 (SSP2–4.5) and − 1.25 (SSP3–7.0) as well as
a∼40% drop in the substrate‐to‐inhibitor ratio (Table 4) would have a substantial negative effect on the wellbeing
of coral reefs in Hawaiian waters that will most likely be exacerbated by the significant ocean warming.

Figure 13. Anthropogenic warming, natural variability and warming‐to‐variability ratio for SSP3–7.0 simulation (member LE2–1301.009). (a) 21st century SST
increase simulated by CESM2, (b) standard deviation of SST in CESM2, (c) ration of 21st century SST increase and standard deviation of SST for CESM2. (d–f) Same
as (a–c) for ROMS/COBALT. Standard deviation was calculated based on detrended daily SST averages for the years 2011–2020.
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4. Summary and Conclusions
We have presented a methodology to nest a submesoscale permitting model within coarse (∼1° resolution)
CESM2 climate projections. This fine‐scale regional model—built with ROMS coupled with COBALT—of the
MHI is used to downscale three different SSP climate scenarios.

We demonstrate that in order to derive reliable boundary and initial conditions as well as atmospheric forcing for
the regional model, the performance of the global model has to be evaluated carefully for the region of interest. If
the large‐scale signal for the region sufficiently represents the observations, then objective analysis interpolation

Figure 14. Present‐day (2011–2020) and future probability density distributions (PDF; a, b) and cumulative distribution functions (CDF; c, d) of near‐surface (0–50 m)
coastal temperature (left) and pH (right). SSP3–7.0 (red) and SSP2–4.5 (blue) were averaged for the period 2091–2100. SSP1–2.6 (green) was averaged for the years
2062–2071 which correspond to the period of maximum changes in this scenario. Shading indicates the ensemble spread of the three SSP3–7.0 simulations.

Table 4
Overview of 21st Century Changes in Near‐Surface (0–50 m) Coastal Temperature and Marine Chemistry Simulated by
ROMS/COBALT

Variable

Change in mean (multiples of standard deviation)

SSP1–2.6 SSP2–4.5 SSP3–7.0

Temperature (°C) 1.05 (0.97) 1.47 (1.35) 2.44 (2.25)

pH − 0.07 (4.03) − 0.15 (9.10) − 0.27 (16.4)

Aragonite saturation state − 0.32 (4.54) − 0.71 (10.1) − 1.25 (17.8)

Substrate‐to‐inhibitor ratio (mol(HCO−3 )μmol(H+)− 1) − 0.03 (3.74) − 0.06 (7.58) − 0.11 (12.7)

Note. Averages of all three simulations are provided for the SSP3–7.0 scenario. For the SSP1–2.6 scenario maximum changes
are given rather than end of century changes.
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can be used to map the coarse onto the fine‐scales. However, careful detail must be applied to downscaling each
and every forcing variable. Some variables can be interpolated directly, while many others require nuanced (bias‐
correction), statistical (matching variability as in nitrate), or advanced methods (neural‐networks) to account for
unresolved regional features.

We presented that converting low‐resolution CESM2 wind fields into high‐resolution wind fields that resolve the
wind shear between the islands' mountains and the ocean channels is absolutely essential to represent the MHI
near‐surface current structure. Furthermore, the removal of biases in salinity, DIC, TA and nutrients simulated by
CESM2 results in a substantial improvement of the performance of the regional model as compared to the ob-
servations. For overcoming these challenges, the availability of regional long‐term observational in situ data such
as the Hawaii Ocean Timeseries program and derived mapped data sets such as GLODAP and AVISO as well as
local high‐resolution atmospheric model output has been indispensable.

Results show that the regional model well represents the known, dominant fine‐scale processes of the MHI that
CESM2 does not represent while simultaneously maintaining the large‐scale structure, temporal variability and
trends of the CESM2 model simulations.

Preliminary results of our dynamical downscaling show that the coastal ocean (as well as our entire domain) will
be subject to substantial warming regardless of the SSP scenario. Ocean acidification will very likely push near‐
surface marine carbon chemistry into a completely new and unprecedented state that shares no overlap with
present‐day conditions.

Data Availability Statement
Simulated and observational data shown in the figures as well as Python Notebooks to generate the figures can be
found at: https://osf.io/wzn7g/ (last access: 11 November 2023). Hawaii Ocean Time Series data (HOT, 2023)
presented in this study are available through: http://hahana.soest.hawaii.edu/hot/ (last access: 14 February 2024).
The complete GLODAPv2 data set (GLODAP, 2023) is available at: https://glodap.info/index.php/mapped‐data‐
product/ (last access: 14 February 2024). AVISO data (AVISO, 2023) used in this study can be accessed at:
https://doi.org/10.48670/moi‐00148 (last access: 14 February 2024).
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